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In this article explicit expressions are obtained for the action of the infinitesimal operators of the 
principal nonunitary series representations of the groups U(p ,q) in a U(P) X U(q) basis. It is 
moreover shown how the finite dimensional irreducible representations of the group U (p ,q ) and 
the group U(p + q) with respect to a U(P) X U(q) basis are obtained from the principal 
non unitary series representations of the group U(p ,q). 

1. INTRODUCTION 
The significance of semisimple Lie groups and Lie alge

bras in physics is well established, I especially in particle 
physics,2 nuclear physics,) and atomic physics.4 More recent
ly, the range of their application has been extended into mo
lecular physics,5 solid state physics,6 and quantum chemis
try.7 Moreover, their range of applications has been extended 
from originally purely kinematical aspects of physical sys
tems to dynamical aspects, thus adding significantly to their 
overall importance in physics.8 

The Lie algebras and Lie groups find their way into 
physics in the form of representations. Their elements act as 
linear operators on the states of the physical systems. Thus it 
is representation theory of semisimple Lie algebras and Lie 
groups which plays a dominating role in their application. 

In this article we will be concerned with the Lie groups 
U(p + q) and U(p,q),p,q> 1, integer, which have found a 
wide area of applications in physics. As it is representation 
theory which characterizes the use of these groups in phys
ics, the most important aspects to be dealt with are the calcu
lation of the matrix elements (ME) of the infinitesimal oper
ators and finite transformations, and the calculation of the 
Clebsch-Gordon coefficients (CGC). For the compact Lie 
groups U(n) [and SO(n)] the ME's and CGC's are normally 
evaluated in the so-called canonical basis, corresponding to 
the reduction U(n - l)::JU(n - 2)::J···::JU(1) 
[SO(n - 1)::JSO(n - 2)::J···::JSO(2) for SO(n)]. In fact, for 
the groups U(n) the ME's have been obtained in explicit 
form in this basis. 9 However, it turns out that in many phys
ical applications it is not this canonical basis that describes 
the actual physical states most conveniently. In fact it is of
ten necessary to go over, by means of a transformation, from 
these "canonical states" to the "physical states." That is, to 
those states which are well defined with respect to the quan
tum numbers of the physical system which is under consider
ation. Of the many examples the nuclear Elliott model is 
possibly the best known. The simple Lie group utilized in 
this model is U(3), with the canonical chain of subgroups 
U(2)::JU(1). The states defined by this chain are, however, 
not the physically relevant states. Indeed, the physically rel
evant chain is U(3)::J0(3). Thus given the states and ME's 

with respect to the canonical basis, these states have to be 
transformed into the basis U(3)::J0(3) by means of the Mo
shinsky transformation brackets. lo Another special case is 
the conformal group U(2,2)-0(4,2) with its maximal com
pact subgroup U(2) X U(2), which is of considerable interest 
to physics. II 

While the ME's are known for the groups U(n) with 
respect to their canonical basis, this is in general not the case 
for the noncanonical basis ofU(n), even though the noncan
onical basis·may be the one which the physical problem re
quires. The reason for this situation is that the calculation of 
the ME's and CGC's in a noncanonical basis presents greater 
problems than in the canonical basis. In this article we will 
address ourselves to the calculation of the ME's and CGC's 
in certain noncanonical bases. 

One of the methods to study representations of compact 
T : groups in a noncanonical basis is by means of the theory 
of the principal non unitary series representations of an ap
propriately chosen noncom pact semisimple Lie group.12 
This method appears to be the simplest for the calculation of 
the ME's and CGC's of the groups U(p + q) and U(p,q) in a 
non canonical basis. The idea behind this method is the 
following. 

Let G denote a connected linear (i.e., matrix) semisim
pIe or reductive (a direct product of semisimple and commu
tative groups) real noncompact Lie group with maximal 
compact subgroup K. Let [G] denote the complexification of 
G and let G k denote a compact form of[ G]. The groups G and 
Gk have the same irreducible finite dimensional representa
tions. Moreover, every complex analytic irreducible finite 
dimensional representation (i.e., representations whose 
ME's are complex analytic functions of the complex group 
parameters) of[G] is also an irreducible representation of its 
subgroups G and Gk .13 Every irreducible finite dimensional 
representation is obtained in this manner through restriction 
from [G] to its subgroups G and Gk • Thus, the CGC's for the 
finite dimensional representations of the groups G and Gk 

are also the same. The ME's offinite transformations which 
correspond to finite dimensional representations of Gk can 
be obtained from the matrix elements of these representa
tions of G by means of analytic continuation of the group 
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TABLE 1. 

noncompact corresponding 
Type of real Lie group compact Lie 
group G group G, 

AI SL(n,R) SU(n) 
All SU*(2n) SU(2n) 
AlII SU(p,q) SU(p + q) 

U(p,q) U(p + q) 
B I,D I SOo(p,q) SO(p + q) 
DIll SO*(2n) SO(2n) 
CI Sp(n,R) Sp(n) 
ClI Sp(p,q) Sp(p + q) 

parameters in the frame of the group [G]. Thus, an investiga
tion of all the ME's and CGC's for the group Gk is equivalent 
to an investigation of all the ME's and CGC's of the group G 
(for the case of the finite dimensional irreducible 
representations). 

Every irreduciblejinite dimensional representation of 
G is, however, contained as a sub representation in an appro
priately chosen principal non unitary series representation of 
G (the principal nonunitary series representations are ob
tained from the principal unitary series representations by 
means of analytic continuation of the continuous representa
tion parameters onto the entire complex space of these pa
rameters). Thus, if the ME's are known of the infinitesimal 
operators and the finite transformations for the principal 
non unitary series representations of G, then we know (in 
principle) the finite dimensional irreducible representations 
of G. It turns out that it is possible to obtain the ME's of the 
infinitesimal operators for the principal nonunitary series 
representations of the group G in the basis of its maximal 
compact subgroup K (K basis). From the argument given 
above it follows that the finite dimensional irreducible repl '.:. 
sentations of the infinitesimal operators of G (and conse
quently ofGk ) can be obtained in the K basis. By utilizing the 
methods developed in Refs. 12 and 14 it is then possible to 
obtain the ME's ofthejinite transformations, once the ME's 
of the infinitesimal operators have been obtained. 

The finite dimensional representations of the groups G k 

obtained in this manner are not yet in unitary form. In order 
to obtain unitary representations, the similarity transforma
tions have to be found which unitarize these representations. 
The problem of finding the matrices corresponding to the 
unitarizing similarity transformations is indeed the most dif
ficult problem of the entire method for the construction of 
the finite dimensional representations of the group U(p + q) 
in a U(P) X U(q) basis as described in this article. For the case 
that every irreducible representation of K is contained in an 
irreducible representation of Gk at most once, the unitariz
ing matrix is easily found. The unitarizing matrix for an irre
ducible representation of Gk with this property is simply a 
diagonal matrix. 

From the discussion given above it follows that it is 
possible to find the infinitesimal operators for any finite di
mensional irreducible representation of a compact semisim
pIe (or reductive) Lie group, in the basis of one of its sub
groups K, ifthere exists a real form G of the complexification 
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maximal 
compact subgroup 
KinG remarks 

SO(n) 
Sp(n) 
S (U(p) X U(q») 
U(P) X U(q) 
SO(P) X SO(q) 
U(n) 
U(n) 
Sp(P) X Sp(q) 

[G k ] of G k for which K forms a maximal compact subgroup. 
The possibilities permitted by this method for the classical 
Lie groups are enumerated in Table I. The notation for the 
groups is chosen to coincide with the notation of Ref. 15. 
Table I shows that, for the case of the groups SU(n) the 
method outlined above permits us to obtain the finite dimen
sional irreducible representations with respect to the sub
group SO(n), the subgroup Sp(n) (if n is even), and the sub
groups S(U(P)XU(q)),p + q = n. 

In this article explicit formulas are given for the action 
of the infinitesimal operators of the principal nonunitary se
ries representations of U(p,q) in a U(P) X U(q) basis. Then, 
given a finite dimensional representation ofU(p,q), the prin
cipal non unitary series representation is defined which con
tains this finite dimensional representation. It is explained 
how to obtain the infinitesimal operators for the finite di
mensional representations ofU(p + q) in a U(P) X U(q) basis 
in unitarizedform. The unitarization can be carried out for 
each individual case separately. In a second article to follow 
it will be shown, for the case of the degenerate series repre
sentations ofU(p,q), how to obtain the explicit form for the 
Infinitesimal operators of the finite dimensional representa
tions of U(p,q) with highest weights (4,,0 ... ,0,,1,,) in a 
U(P) X U(q) basis in a general manner (i.e., not merely on a 
case to case basis). In concluding it should be mentioned that 
the maximally degenerate series representations ofU(p,q) in 
a U(P)XU(q) basis were discussed in Ref. 16. 

2. PRINCIPAL NONUNITARY SERIES 
REPRESENTATIONS OF SEMISIMPLE 
(REDUCTIVE) LIE GROUPS 

This section of the article serves the purpose to intro
duce those concepts and definitions of the theory of semisim
pIe and reductive Lie algebras which will be needed in the 
following. Particular attention will be given the definition of 
the principal non unitary series representations, and a basic 
lemma will be quoted. For more detailed information on the 
theory of semisimple (reductive) Lie algebras and Lie 
groups, as well as their representations, the reader is referred 
to Ref. 17. 

Let G denote a connected linear (i.e., matrix) semisim
pIe or reductive Lie group, and let 9 denote its Lie algebra. 
Let K be a maximal compact subgroup of G, and let f denote 
its Lie subalgebra in g. Let B (-,.) denote the Killing-Cartan 
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form on the space g. Moreover, let lJ denote the orthogonal 
complement of fin 9 with respect to D (.,.) Then 9 = lJ + f 
(direct sum). This decomposition of 9 defines the Cartan 
involution (J; the involution (J leaves every element of f invar
iant and multiplies every element of lJ by the factor ( - 1). 
The involution (J is extended to 9 by linearity. The form 
(6,t) = - cD (6,Bt), c > 0, 6,t)Eg, defines a positive definite 
scalar product on g. This scalar product can be extended to 
the complexification gc of 9 by means oflinearity. 

Let a be a maximal commutative subalgebra in lJ. The 
dimensionality of a is called the real rank of g. Let m denote 
the centralizer of a in f. Ifb is a Cartan subalgebra of m, then 
b + a is a Cartan subalgebra of g. Consider the set of opera
tors ad~, ~Ea, which act on the space g. With respect to these 
operators, the space 9 can be decomposed into a direct sum 
of subspaces corresponding to eigenvalues A, 

9 = go + 2)).-
" 

The sum extends over all nonzero linear forms (eigenvalues) 
A on the subspace a of g. The subspace go is the eigenspace 
which corresponds to zero eigenvalue. The linear forms A on 
a are called restricted roots of the pair (g, a). The roots may 
have more then unit multiplicity (this implies that the sub
spaces g" may have dimensionality greater than 1). The re
stricted roots can be obtained from the roots of the complexi
fication gc of 9 by restriction to a. The nonzero restricted 
roots can be separated into two sets; namely, positive roots 
(A > 0) and negative roots (A < 0). Define n = 1: ,,> 0 g" . 
Then n is a maximal nilpotent subalgebra in g. The Iwasawa 
decomposition of 9 is then given by the direct sum 
9 = f + a + n. If N, A denote the analytic subgroups of G 
which correspond to the Lie algebras n and a, respectively, 
then the Iwasawa decomposition of G is given by G = ANK. 
Moreover, every element gEG can be decomposed uniquely 
into the product g = hnk, hEA, nEN, and kEf(. If M is the 
centralizer of A in K, then m is the Lie algebra of M. 

Let 0 denote an irreducible finite dimensional unitary 
representation of M on a space Vand let A be a complex 
linear form on a. The map h--exp[A (logh )], hEA, defines a 
representation of A. Let L ~(K, V) denote the Hilbert space of 
measurable vector functionsffrom K into V, such that 

LIV(k )llt dk < 00, f(mk) = o(m }f(k), mEM, 

(dk is an invariant measure on K, 1/ 1/ v means norm in V), 
with scalar product 

(j;,j;) = L (j;(k )Jz(k »vdk. 

Then the operators 17' b.A (g), gEG, which act in L ~ (K, V) ac
cording to the formula 

17'6.,1 (g)f(k) = exp[A (log h)] f(kg), kg = hnkg, (1) 

where hEA, neN, kg EK, define a representation of G on the 
space L ~(K, V). The representations 17' b.A form the principal 
non unitary series representations of G. 

It has been shown in Refs. 18 and 19 that every com
pletely (or infinitesimally) irreducible representation of G 
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which decomposes into a sum of finite dimensional unitary 
representations of K, each of which occurs a finite number of 
times only, is infinitesimally equivalent to a subquotient of 
some principal non unitary series representation (for the defi
nitions of infinitesimal equivalence and infinitesimal irredu
cibility see Ref. 17). In particular, every finite dimensional 
irreducible representation of G is contained in this manner in 
some representation 17'b,A (more details follow below). 

The space L ~(K, V) can be decomposed into an (infi
nite) orthogonal sum of finite dimensional subspacesHy , on 
which 17'b.A realizes representations of K which are multiples 
of irreducible representations of K with highest weight v. 
The space of finite linear combinations of vectors of different 
H y , i.e., the space of K finite vectors of L ~(K, V), will be 
denoted by dL ~(K, V). A representation of the algebra 9 on 
dL ~(K, V), is obtained through differentiation of the repre
sentation 17'6,A of G. It will be denoted by d17'b,A . 

Apart from the compact subgroups K and M of G, other 
compact subgroups of G will be needed in what follows. In 
order to introduce these subgroups additional information is 
needed concerning the restricted roots of the pair (g, a). Let 
Ll denote the set of all positive restricted roots (with multi
plicities), and F a set of simple roots in Ll (i.e., a smallest 
subset of roots of Ll such that any root of Ll can be represent
ed as a linear combination of F with nonnegative integer 
coefficients). The number of simple restricted roots equal the 
real rank ofG. Ifa1la2! ... ,a/ denote such a set of simple roots, 
then let Fi = {a i a i + w .. ,a/}, i = 1,2, ... ,1. Let Ll i denote 
the subset of roots of Ll which can be expressed as linear 
combinations of the roots of F i • Let 

ni= 2:g" and ni- = 2:g-).-
"E~, "E4, 

Let G,. be that subgroup of G which is generated by the sub
groups Ni = expni , N i~ = expni- , and M. Let Ki = Gi nK. 
Then the following sequence of subgroups is obtained, 

K K)-:JK;:J ... :JK,-:JM_K'+l' (2) 

This chain of subgroups can be further added to. Let 911 
9l, ... ,lj/ denote a set of elements of the subalgebra a of 9 for 
which a i (9j) = 0,] holds, where ai' i = 1,2, ... ,1 are the sim
ple roots. LetLl1 + 1 (j a positive integer) denote that subset of 
roots of Ll i for which either a(lji »J or a(lji) = O. Ll J + 1 

= Ll i + 1 always holds, and for the classical Lie algebras 

Ll 7+ 1 = Ll i + 1 holds. Let g/ + I be that subalgebra of 9 which 
is generated by the root spaces g" and 9 _ " ' A ELl 1 + I' and by 
the subalgebra m; let G~ + 1 be an analytic subgroup of G with 

Lie algebra g/ + I and let K 1 + 1 = G1 + 1 () K. Thus, to every 
pair of subgroups Ki and Ki + 1 the following sequence of 
subgroups has been obtained, 

(3) 

Let f/ denote the Lie algebra of K {, considered as subalgebra 
of g. Then the scalar product < .,. > defined on 9 defines a 
scalar product on the subspace ff. Let X), X2, ... ,Xt be an orth
onormal basis for fl. The left action of the elements XI! 
Xl""'X, on the space dL ~(K, V) is given by 
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d 
a(X;)f(k) = d1«expt:£;)k) It~o. (4) 

The operator 
t 

0)(= - LU(:£;) 
s~ I 

is the Casimir operator off(. In addition to the Casimir oper
ators, the following operators Q; will be required. 

5 I 
Q - 0)1 _ " w j + I (5) 

i - i j7:lj(j + I); , 

where 0)(+ 1= 0 if K{+ 1= K
i
• 

Let S)i' i = 1,2, ... ,/ denote an orthonormal basis in o. Let 
R denote half the sum of the roots of L1 (with multiplicities 
taken into account), and let p be an element of ° such that 
R (S» = (p,S», S)EO. 

In Ref. 20 Thieleker proved a lemma (not published), 
which reformulated, can be stated as follows (the proof of 
this lemma can be found in Ref. 21.) 

Basic Lemma: LetfE dL ~(K,V). Then for an element 
IDEl'c' l'c the complexification of l', the following holds, 

d1To,A @}f(k) 

I 

= LA (S);)«adk )ID'S)i>f(k) - «adk )ID,p>f(k) 
i~ I 

I 

+ 1 L [Q;,(adk )ID,fJ;> V'(k), (6) 
i~1 

where «adk )ID,S» , S)EO, is a function on K defined by the 
scalar product C·) on go [.,.] is a commutator [the 
pointwise multiplication off(k )EdL ~ (K, V) by «adk )ID,1),) 
is to be considered as action of «adk )ID,1); ) taken as opera
tor, on thefunctionf(k )], 1);, i = 1,2, ... , lare the elements ofo 
which were introduced earlier and which satisfy a j (1),) 
= D ij' The operators Q; act on the vector functions from the 
left [see Eqs. (4) and (5)]. 

Using the lemma stated above and the cac's for the 
group K ~ U(P) X U(q), explicit formulas are obtained for 
the action of the infinitesimal operators of the group U(p,q) 
for the representations 1To,A with respect to a U(P)X U(q) 
basis. 

3. THE GROUP U(p,q) AND ITS SUBGROUPS 

The group U(p,q) is the group of complex nonsingular 
(p + q)X(P + q) matrices which leave invariant the form 

iZli'+ iz,i'+ .. ·+ izpi'-izp+li'-"·-izp+qi'· 
The maximal compact subgroup K is isomorphic to the 

group U(P)XU(q) and can be chosen as the set of matrices 

[U:) u:.J 
The Cartan involution o for the Lie algebra u(p,q) ofthe 

group U(p,q) is given by 0 (:£) = - (i) T, :£EU(P,q). The bar 
denotes complex conjugation and the subscript T stands for 
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transposition. The scalar product defined by 

(:£,ID> = TdID' T, :£,IDEU(P,q), (7) 

coincides, up to a scalar constant, with the scalar product 
introduced in the previous section. 

The subspace l' ofu(p,q) consists of the linear combina
tions of the matrices 

V - I (Eij - Eji)' Eij + Ej;, I <J<p, 
p+ 1<J<p+q, (8) 

where the Eij are defined by the relation (Eijhs = D;Jfijs' 

The subalgebra ° can be selected as the set of matrices 

0 1 0 I 0 
1 1 

- --1-- ---- --1- ------
1 I aq 

o 1 0 1 • 
1 1 q I 1 a, 
I la 

- ---1---- --- --I-~ -- ----
-, a

l 
I 

I 1 
1 a, I 

q O 1 I 0 
I· I 
I a I 
I q 1 
I. 

The subgroup M is isomorphic to the group 
U(p - q)X [U(I)X .. ·XU(1)] (there are q tenns in the 
square brackets) and consists of the matrices 

U(p - q) I 0 I 0 
----- -1------ --- -1- - - ---

1 uq I 
1 I 
1 uq - I I 

! : 
I . I 

o o 
I U I I 

- ___ - - - 1-----------1----------
I lUI 
I 1 

o 
I 1 
1 0 1 
: 1 
I 1 

(9) 

(10) 

U;EU(I). 

In order to obtain the subgroups K {explicitly, the fol
lowing transformation ({J is used, ({J:g-dgd -1, gEU(P,q), 
where 

d~ [~'~:'--[-J 
with Ep _ q the (p - q)-dimensional unit matrix and 
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1 
D=--= 

\1'2 

I 
I 
I 
I 

1 I 1 ---------- ------------.,. 
1 I - 1 

I 
1 I 

I 
I 
I 

-1 

Under qJ the group U(p,q) transforms into a group U'(p,q) which is isomorphic to U(p,q). As the two groups are 
isomorphic, the prime will be deleted in the following-there being no danger of confusion. It is clear that qJ is also a 
transformation for the corresponding algebras u(p,q)~u'(p,q). The transformation qJ carries the algebra a into the algebra a', 

consisting of the matrices 

p - q .o __ ~ _____ .o ______ : -------Q.- ----

o 

la I 
I q I 

I aq_1 : 

I 
I 

a l ~ 
o 

-----------~------------I I -al 
: I 
I I 
I 0 I 
I I 
I I 
I I 

The transformation qJ leaves the subgroup M elementwise invariant. 

(11) 

It will turn out to be convenient to define the restricted roots and the root spaces with respect to the subalgebra a'. It is 
easy to go from the subalgebra a' to the algebra a by means of the transformation qJ whenever it turns out to be necessary. 

The matrices 

~l = Epp - Ep+ I.p+ I' ~2 = Ep_I,p_1 - Ep+ 2.p+2'···' 

~q = Ep _ q + I.p _ q + I - Ep + q,p + q' 

pair (u'(p,q),a'). The roots 

Wi - Wi' i <j; Wi + Wi' i <j; Wi; 2w; 

can be selected as the positive roots. Then the roots 

(12) 
form a basis for a'. Thus an arbitrary element S)Ea' can be 

written as S) = ~r = IwA, Wl=R. Following Jacobson22 the 
restricted roots will be characterized by the meaning they 
have on the elements S)Ea', Thus, the linear forms 

Wi - wi' i::;foj; Wi + Wj , i::;foj; - Wi - wi' i::;foj; 

Wi; - Wi; 2wi; - 2w i ; 

are the simple roots. The algebra su(p,q) [the semisimple part 
of u(p,q)]is a Lie algebra of type A III (see Ref. 23). Hence 
the roots Wi - Wj , Wi + wj , - Wi - wj , i::;foj, have the multi
plicity 2. The roots Wi and - Wi have the multiplicity 

iJ = 1,2, ... ,q 

on the elements S) = ~r= IWi~iare the restricted roots of the 
I 

2(P - q). The multiplicity ofthe roots 2wi and - 2wi is 1. 
The root system of the restricted roots ofu(p,q) is similar to 
the system of roots of the complex Lie algebra B n (see, Sec. 6, 

TABLE II. 

root 

1999 

multiplicity 

2 

2 

2 

2(P - q) 

2(P - q) 
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basis ofroot subspace 

Ep-i+I,p-i+1 -Ep+i,p+,' vr=I(Ep_,+I.P_i+1 + Ep+i,p+,) 

Ep_ i+ I,p+i -Ep- i + I,p+i' vr=I(Ep_ i + I,p+i +Ep- i + I.P+,) 

Ep +i.p- ,+ I - Ep + ',p-i+ I' vr=I(Ep+i.P_ i+ I + Ep+ '.P -i+ I) 

Ep __ ,+, .• -E.,p+" vr=I(Ep_,+,., +E •. p+,),k= 1,2, ... ,p-q 

E"P_'+' -Ep+'." vr=I(Ek.P_'+1 + Ep+, . .),k = 1,2, ... ,p-q 

vr=IEp_ i + I,p+i 

vr=IEp + i.p _ i + 1 
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Chap. IV of Ref. 22). Due to this similarity it turns out to be 
easy to find the root spaces ofu(p,q). 

In Table II the basis elements for the root spaces g" are 
listed, with respect to the subalgebra at. The particular 
choice of the basis elements as linear combinations of ele
ments Ei), instead of the most obvious choice of the elements 
Ei) themselves, is motivated by the fact that the matrices 
q:;-IEi) do not belong to u(p,q), while q:;-l = q:; acting on the 
basis elements of Table II transforms them into basis ele
ments (root vectors) ofthe subalgebra a ofu(p,q). 

The basis elements of a are then obtained by means of 
the transformation q:; from the basis elements of Table II as 

e w,_ "'i = Ep_ i+ I,p -j+ I + Ep_ i+ I,p +j + Ep+ i.p-j+ I 

+ Ep+i,p+j - E p _ j + I,p-i+ I + E p _ j + I,p+; 

+Ep+j,p_i+1 -Ep+j,p+i' 

e,u,_w; =V -1(Ep _ i + l,p_j+1 +Ep_i+l,p+j 

+ Ep+i,p_j+ I + Ep+i,p+j + E p _ j + I,p-i+ I 

- E p _ j + I,p+i - Ep+j,P_i+ I + Ep+j,p + i)' 
e",,+«}; = Ep_ i+ I,p-j+ I - E p _ i + I,p+j + Ep+i,p_j+ I 

- Ep + i,p+j - E p _ j + I,p- i+ I + E p _ j + I,p+ i 

-Ep+j,p_i+ I +Ep_j,p_i' 

e",,+w; =V -1(Ep _- i + 1,P_i+ 1 -Ep-i+I,P+i 

+ Ep+ ;,p __ j+ I - Ep + ;,p+j + E p _ j + I,p- i+ I 

-Ep_j+l,p+i +Ep + j,p_i+l -Ep+i,p+J, 

e -'u, _ "'; = E p _ j + I,p- i+ I + E p - i + I.p+ i - Ep+j,p_ i+ I 

- Ep+j,p + i - Ep_ i+ I,p-j+ I - E p _ i + I,p+j 

+ Ep+i,p-i+ 1+ Ep+i,p+j' 

e_,u'_"'J =V -1(Ep_j+I,P_i+1 +Ep_j+I,P+i 

-Ep + i ,p-i+l -Ep+j,p+i +Ep_i+I,P_j+1 

+ Ep_ i+ I,p- j - Ep+ i,p-j+ I - Ep+ i,p +j), 

e w, = E p __ i + I,k + b~+ i,k - Ek,p_ i+ I + Ek,p+u 

k = 1,2, ... ,q, 

e"" =V -l(Ep_i+l,k + Ep-t-i,k +Ek,p_i+1 -Ek,p+i)' 

T~e subgroup Ki - K J + 1 consists of the matrices 

I 

k = 1,2, ... ,q, 

e _ 'u, = Ep _ i + I,k - Ep + i,k - Ek,p _ i + I - Ek,p + i' 

k = 1,2, ... ,q, 

e -'u, = V -l(Ep __ i + I,k -Ep+i,k +Ek,p_i+ I +Ek,p+i), 

k = 1,2" .. ,q, 

e2,u, = V - l(Ep _ i + I,p-i+ 1- Ep+i,p+i + Ep+i,p_i+ I 

-Ep _ i + I,P+;)' 

e -2eu, = V - l(Ep _ i + I,p-i+ 1- Ep+;,p+ i 

+ Ep _ i + I,p + i - Ep + i,p - i + I)' 

The elements f); = l:j = 16j ,i = 1,2, ... ,q, have the property 

aj (1);) = oi)' The elements S); = (1/\/2)6;, i = 1,2, ... ,q, 
form an orthonormal basis for a'. The transformation q:;-l 
transforms the elements f); into the elements 1); of a, and the 
elements S); into the elements S); of a, such that 

i_I _ 
1)i = L f);, S)i = .. ;-f);, 

j= I V 2 

with 6; = Ep_ i+ I,p+ i + Ep+ i,p -i+ I' 

(13) 

SO far the roots ai' a i + I , ... ,aq for the sets F; (defined in 
Sec. 2) have not yet been specified, They are now chosen to 
be the simple roots ofEq. (12). 

All the information needed for the evaluation of the 
subgroups K ~ is now available, It follows from the descrip
tion of the root spaces given above that the sequence, Eq. (2), 
of subgroups Ki of the group U(p,q) consists of the sub
groupsK; ~U(p - i + I)XU-
(q - i + l)X [U(l) X .. · X U(1)] i.e., (there are i-I terms in 
the square brackets). Moreover, for the sequence of sub
groups given by Eq. (3), the following holds, 

Ki=K i+ I:>K~+ I:>Ki + I=K!+2' 

i.e., there exists only one subgoups between K; and Ki + I • 

This subgroup is given as 

K\ l~U(P - OXU(q - Ox [U(l)X"·XU(l)]. 
I (i + I) 

U(p - i + 1) I 0 I 0 I 0 
I I I --------1-------1------1-----
I U i _ 1 I I 

o I '" U I I 0 : 0 

I I --------1------1------1------

I I U I I 
, I ". I 

(14) 

o I 0 1 I 0 1 1 U i _ I 1 
----- --1------1------1 

I I I 
I , 1 

o , 0 '0 I U(q - i + 1) 
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The subgroup K 7 + I consists of the matrices 

_U(p -!l_ L __ ~ __ L-.£--L~--
I Uj I I 
I I , 

I 
Uj_ I I I 

, I' 
o l u\ I 0 ~ 0 

I I ------ -,-------, - -- --1-----
, 'U\ I 

U.EU(l ), 
J (15) 

I ',.... I 
I I Ui-l I 
I I I 

o I 0 1 u; J 0 

-----,-- ----,------,-----
J , I 

o I 0 I 0 I, U(q - I) 
I I 

Thus the following sequence of subgroups has been 
obtained, 

K-Kl-K ~ -:JK~-:JK2 K l-:JK~-:J ... -:JKq 

K!+I-:JK~+I-:JM. (16) 

This sequence of subgroups will be of great importance in 
what follows. 

4. BASIS FOR THE SPACE OF PRINCIPAL 
NONUNITARY SERIES REPRESENTATIONS 

In this section a convenient basis will be constructed for 
the space L ~(K, V) of the principal non unitary series repre
sentations of U(p,q). 

The restriction of the representation 1T6,A to the sub
group K acts on the space L ~(K, V) as the right regular re
presentation. The representation of K on the spaceL ~(K, V), 
which is obtained by restricting 1T 6,A of the subgroup K, di
vides the space L ~(K, V) into an orthogonal sum of sub
spaces. Each of the subspaces carries a representation of K 
which is a direct sum of identical irreducible representation 
of K. These subspaces are denoted by L ~(K, V), where A is 
the index of the irreducible representation of K. Hence, 
L ~(K, V) consists of all measurable square integrable vector 
functions/which transfor according to the representation A 
of K, if/is acted upon by elements of K from the right, and 
for which holds/(mk) = /) (m)f(k). It is clear that thefunc
tions of L ~(K, V), if acted upon from the left by the elements 
of K, transform also according to the representation A of K. 
Under action from the left by the elements of K 1, some of the 
functions of L ~(K, V) will transform according to a given 
irreducible representation of K 1. The space L ~(K, V) can 
thus be represented as an orthogonal sum of subs paces, each 
of which consists offunctions which transform under action 
from the left by the elements of a subgroup of Eq. (16) ac
cording to a definite irreducible representation of this sub-
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f 
group [to each subspace of L ~(K, V) corresponds a fixed 
sequence of irreducible representations]. If a function/ of 
L ~(K, V) transforms according to the irreducible represen
tation J-l of K {, if acted upon from the left by the elements of 
K {, then the representation J-l is contained in the representa
tion A IK 1, (restriction of A to K 1) and J-l 1M contains the re
presentation /) of M. If, in addition, the function transforms 
according to the irreduci61e representationJ-l' of K {., if acted 
upon from the left by the elements of K {:, and if K 1: CK 1, 
then the representation J-lIK {:, contains the representation 
J-l' . 

Corresponding to the sequence of subgroups, Eq. (16), 
the sequence r of their irreducible representations is then 
given as 

A =,q,A ~,A LA ;' ... ,A!+ l' A ~+ l' 8, (17) 

such that A { IK 1:, contains A {:, if K { -:J K {: . 

Consider the subset of all vector functions/of the space 
L ~(K, V) which under left action by the elements of the 
groups of sequence, Eq. (16), transform according to a given 
sequence of irreducible representations, Eq. (17). From the 
definition of the space L ~(K, V) follows that this subspace is 
not empty. This subspace is denoted by 

L (r)=L (A,A ~,A ~,A ~, ... ,A ! + I,A ~ + 1,8). 

Functions/of different subspaces are orthogonal. Moreover, 
the space L ~(K, V) is the orthogonal sum of the subspaces 
L (r). Therefore, 

L ~(K,v) = 2:L (r) (orthogonal sum). (18) 
r 

The representation 1T 6,A IK realizes on each of the subspaces 
L (r) the irreducible representation A of Kif r = (A, ... ). The 
irreducibility of 1T6,A IK on L (r) follows by comparing the 
multiplicity of a given irreducible representation A of Kin 
1T6 A /K with the number ofsubspacesL (r) with r = (A, ... ). 
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The subgroups ofEq. (16) have the property that any irredu
cible representation of a group of this chain is contained in 
the irreducible representation preceding it with not more 
than unit multiplicity. It follows that the number of sub
spaces L (r) for given A must be equal to the number of irre
ducible representations A in 1T c5,A IK. 

The decomposition Eq. (18) is therefore a decomposi
tion of the space L ~(K,H) into an orthogonal sum of K
irreducible subspaces. A basis for the subspacesL (r) is con
structed as follows. 

Let lo,s),s = 1,2, ... ,dimo, denote an orthonormal basis 
for the space ofthe representation ° of M. Let IA,t ) 
t = 1,2, ... , dimA, denote any orthonormal basis for the space 
of the representation A of K. Let IA,r,o,s,), r = (A, 
A L ... ,o), denote an orthonormal basis ofthe space of the 
representation A of K, constructed according to the reduc
tion of the sugroups ofEq. (16). Let 

D t,r,6,s)" (k ) = V dimA (A,r,o,s I A (k) I A,t ), kEK. 

Then the vector functions with vector index s, 
s = 1,2, ... ,dimo, 

{DZ",r,6,S),,(k )~:'~ :=Dt,r,6),,(k), t = 1,2, ... ,dimA, 
(19) 

for different t, form an orthonormal basis of L (r) (for fixed 
A,r,o ). The union of all basis, Eq. (19), for allL (F), forms an 
orthonormal basis for the space L ~ (K, V) and for the space 
dL~(K,V). 

In the following, the sequence of representations, Eq. 
(17), which correspond to the sequence of groups, Eq. (16), 
are considered. This sequence of representations has the 
property that each representation is contained in the repre
sentation preceding it. The representation ° of the subgroup 
M~U(p - q)X[U(I)X .. ·XU(I)] (for q terms in [ ]) is giv
en by the product of the representation ofU(p - q) with 
highest weight 

(ml,p _ q,m2,p _ q, ... ,mp _ q,p _ q), 

m l ,p_q>m2,p_q> .. ·>mp ._ q,p_q' mik integers, 

and the representation (character) of the group 
U(I)X'" XU(I), given by the set ofintegersA I,A2, ... ,Aq [Ai 
is the character of that group U (1) of M which corresponds 
in the matrix equation (10) to the parameter ui ]. 

The irreducible representation A : + I of the subgroup 

Ki=K:+I~U(p-i+ I)XU(q-i+ 1) 

X [U(1)X .. ·XU(1)], 
(i - I) 

Eq. (14), is given by the product of the representation of 
U(p - ; + 1) with highest weight 

n= 

2002 

mp _ q + I,p-q+ I 

m1,p_q ...... mp_q,p_q 
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ml,p_i+ l>m2,p-i+ I> .. ·>mp - i + I,p-i+ I' 

m ik integers, 

the representation ofU(q - ; + 1) with the highest weight 

(ml,q __ i+ l,m2,q-i+ I, .. ·,mq_ i + I.q-i+ I)' 

ml,q_ i+ I >m2,q_ i+ 1 > .. ·>mq_ i+ l,q- i+ l' 

mik integers, 

and the representation ofU(I) X· .. xU(I) with weight 

A 'I,A ~, ... ,A ; _ I' 

whereby the A ' are integers. If this representation is to con
tain the representation ° of the subgroup M, then A ; = A j> 

j = 1,2, ... ,i - 1, must hold. 

The representation A i + I of the subgroup 

Ki+ I~U(P -1)XU(q - Ox [U(I)x .. ·xU(I)] 
(i -- \) 

xU(1)XU(1) 

[the last two subgroups U(1) correspond to the parameters 
U i and u; in the matrix ofEq. (15)] is given by the product of 
the representation of the group U(p - I) with highest weight 

(ml,p _ i,m2,p _ i,· .. ,mp _ i,p - i)' 

m l ,p __ i>m2,p_I> .. ·>mp _ I,p_i' m ik integers, 

the representation of the group U(q - 0 with highest weight 

(ml,q _ i,m2,q _ I, .. ·,mq _ i,q -,), 

ml,q _ l>m2,q __ I> .. ·>mq _ I,q _ I' m'k integers, 

the representation of the group U(I) X .. · X U(l), given by 
the integers 

A;,A ;, ... ,A ;-1 
and by the representation of the group U(I) X U(I) which is 
given by the two integers lU;,lU~. If this representation of 
K i + I is to contain the representation ° of the group M, then 
it must hold that A ; = Aj> j = 1,2, ... ,; - 1 and 

lU; + lU~ = A" 
If, moreover the representation A : + I of K : + I' is to 

contain the representation A i + I of K i + I' then the following 
conditions must hold: 

. p-I+I p-I 
lU'l = I mj,p_ i+ 1 - I mj,p_ I' 

j= I j= I 

. q-i+1 q-I 
lU~= I mj,q-i+l- Imj,q-I' 

j= I j= 1 

i.e., the integers lUI and lU2 are defined by the integers mjs 

which define the repersentations of the groups U(s). 

Therefore, the sequence of representations Eq. (17), 
which corresponds to the sequence of groups Eq. (16), is 
completely defined by the representations of the subgroups 
U(s) and the representation D of M. Thus, the scheme 

m:q miq 

m~,q __ 1 m~ _ 1,q- 1 

(20) 
m;,1 
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corresponds to the sequence of representations given by Eq. (17). The integers mik in the scheme Eq. (20) satisfy the conditions 

mik>mi,k -I>mi + I,k' m:k>m;,k _ I>m:+ l,k (21) 

and the conditions 

(22) 

The scheme n, together with the representation /j of M, defines completely the representations of Eq. (17). 

We can therefore draw the conclusion that all possible schemes n, for which the conditions Eq. (21) and Eq. (22) are 
satisfied for fixed /j, label uniquely the subspaces L (r) of the space L ~ (K, V) on which irreducible representations of K are 
realized. The double Gel'fand-Zetlin schemes 

~= 
iiip _ l ,p_1 iiii,q_1 iii~_I,q_1 

(23) 

iii i.l 

label the basis elements in the K-irreducible subspaces L (r). Therefore, the orthonormal basis elements of the space L ~(K, V), 
given by Eq. (19), are uniquely labeled by the two schemes n and .I. The label t corresponds to the scheme~, while the label 
(A.,r,/) ) corresponds to the scheme n. The basis elements of the space L ~(K, V) will, in the following, be denoted by the schemes 

[~] _ [n I~]. 
It should be noted that the first line of n and ~ are identical. This line gives the highest weight of the irreducible representation A. 
ofK. 

In the following the scheme [n I~] will be used to represent the concrete vector functions given by Eq. (19), 

A remark should be made at this point. The basis used above for the K-irreducible subspaces L (r) of L ~(K, V) was the 
Gel'fand-Zetlin basis. That implies that in the following the infinitesimal generators ofU(p,q) and U«(P + q) will be obtained 
in this basis. 

One could, however, choose any other basis for the K-irreducible subspaces L (r) of L ~(K, V) and thus obtain the 
infinitesimal operators in another basis. In what follows the Gel'fand-Zetlin basis will be used for the K-irreducible subspaces. 
It will be shown, however, what changes have to be made if any other basis for the K-invariant subspaces L (r) is to be used. 

5. INFINITESIMAL GENERATORS OF THE 
PRINCIPAL NONUNITARY SERIES 
REPRESENTATIONS OF U(p,q) IN THE [flll:] 
BASIS 

In order to obtain the matrix elements of the infinites
imal generators of the group U(p,q) in the 1Tlj,A representa
tion with respect to the [n I~] basis in explicit form, the basic 
lemma introduced in Sec. 2 will be utilized. Before this can 
be done, however, the formula Eq. (6) has to be brought into 
a more suitable form. 

Let A be a linear form defined on the subalgebra a' (or 
a). Let a i denote the simple restricted roots. Then the formu
la (a/ ,A ) = A (1)a) represents the roots a i as elements 1)a, of 
a' (or a). A direct evaluation shows that the simple restricted 
roots a i correspond to the following elements of a, 

a,-1)a, = 1(&,' - &:+ I)' i = 1,2, ... ,q - 1, a q-1)a
q 
= 1&~' 

(24) 

where, as above, &: = Ep _ i + l.p + i + Ep + /,p _ / + l' 

Since s;'l, = (lN2)&;, Eq. (13), the first term on the 
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, 
right-hand side ofEq. (6) can be rewritten, as 

«adk )V,s;'l,)A (s;'l,) = i«adk )V,&:)A (&:). (25) 

With the 1), defined in Eq. (13) it moreover follows that 

f «adk)V,1),) (A,a,) 
;= I 

q-I - - -
= 1 r «adk)V,1),)A (1): -1);+ I) + i«adk)V,1)q)A (1)~) 

;= 1 

= ! f .t «adk )V,&;)A (&n - {f .t «adk )V,&;) 
, = Ij = 1 i = Ij = 1 

xA (&,~ + I) = 1 f «adk )V,&;)A (6;). (26) 
;= 1 

Now, the term «adk )V,p) ofEq. (6) is considered. The 
element p of a can be expressed as (Ref. 20). 

p =! f (Pi + 2q,)(a" a, )1)" (27) 
i= 1 

wherep, is the multiplicity of the simple restricted root a" q, 
the multiplicity for the restricted root 2a, and 
(a/,a,) = a,(1)a) = (1)a,,1)a)' Equation (27) is obtained as 
follows: A reflection Sa, of the Weyl group of the system of 
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restricted roots of the pair (u(p,q),a) maps the set ofroots..:1, 
without the roots a, and 2a" onto itself. The roots ai and 
2a, are mapped by Sa, onto the roots - a, and - 2a,. Thus 

(2R,a) = (R h a) - (R,Sa) 

= <R - Sa,R,a;) = (Pi + 2q;)<ai, a i), (28) 

whereR is defined by the relationR (~) = <P,~>,~Ea. Equa
tion (28) however implies 

a,(p) = !(P, + 2q)<ai,a,). 

This proves Eq. (27), since a,(f)) = oij' 

Equations (25), (26), and (27) show that the first two 
terms of the right-hand side ofEq. (6) can be rewrittten as 

f «adk )ID,~;)A (~)f(k) - «adk )ID,p)f(k) 
i= 1 

= f [<A,a;) - !(P, + 2q;)<ai,a;) ] «adk)ID,f)i)f(k ), 
i= I 

where <A,ai) = A (f)a). (29) 

In order to bring the third term ofEq. (6) into a more 
suitable form, this term is evaluated by letting it act on the 

basis elements [f.? 11:] of the space L ~(K, V). Since with re
spect to action from the left by elements of the subgroups K ~ 
the vector functions [f.? 11:] transforms according to irreduci
ble representations of these groups, it holds 

QJf.? 1..2' ] = qJf.? 11: ], (30) 

where qi is a number. The eigenvalue qi will be evaluated 
later on. Due to Eq. (30) it follows that 

f [Qi,«adk )ID,f);)] [f.? 11: ] 
i= I 

= f (Q, - q) «adk )ID,f)i) [f.? 11: ]. (31) 
i= I 

Zetlin basis for the representation 11 J p X 11 J q is given by 

Eij 

P -i+ I 
rows 

E· ~ If 

o 0 
o 

o 
o 

o 

For the d1T8./I (Eij)' i > pj<'P, the correspondence is 

0 0 
p-j+ I 

0 0 
rows 

Eij~ 0 0 -1 

0 0 

o 
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o 
o 

0 
-1 

o 

-1 

o 

Hence, for the case thatf(k) = [f.? Il:] the formula given by 
Eq. (6) can be rewritten as 

d1T8,/I (ID)[f.? 11:] 

= f [<A,ai) - !(P, + 2q) <ai,a;) + !(Qi - q)] 
,= I 

X «adk )ID,f);)[f.? 11: ]. (32) 

In order to obtain an explicit expression for the action of 
the infinitesimal generators of the representation 1T 8,11 onto 
the basis elements [f.? Il:], thefunctions «adk )ID,f)i)[f.? 1..2'] 
will be expanded in terms of the basis elements [f.? 'Il:']. In 
order to do this, the functions «adk )ID,f)i) is first studied. 

It is not necessary to evaluate Eq, (32) for arbitrary 
elements IDE~c' It is sufficient to evaluate Eq. (32) for only 
those elements which form an orthonormal basis for ~c with 
respect to the scalar product (.,.). The matrices E ij , 
i <.pJ > p and E ij' i > p,j <.p form an orthonormal basis for Pc . 
The operators d1T'{;A (Eij), i<.pj>p, form a tensor operator 
which transforms according to the adjoint representation 
(adk) of the group K. More precisely, this tensor operator 
transforms according to the tensor product of the vector re
presentation, denoted by 11 J p' ofthe subgroup U(P), and the 
representation contragredient to the vector representation, 
denoted by 11 J q , of the subgroup U (q) of K. The operators 
d1To,A (Eij ),i > pj<'p, form a tensor operator with respect to 
the adjoint representation (adk) of K which transforms like 
the tensor product of the representation !1 J p ofU (P) and the 
representation! 1 J q ofU(q). As these tensor operat~s trans
form like the states of the representations II} p X 11 } q and 
11jp X [1}q of the group K ~ U(P)XU(q), they can be 
uniquely labeled by means of the Gel'fand-Zetlin basis of 
these representations, The one to one correspondence be
tween the operators d1T8,A (Eij),i<.pJ> p, and the Gel'fand-

o 
o 

o 

o 0 
o 

o 
o 

o 

-1 
o 

o 0 
o 

o i -p 

rows 

o 0 
o 0 

o 
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For reasons of simplicity the schemes (33) and (34) will be 
denoted by (Eij)' The schemes (33) and (34) correspond to 
the chain of subgroups U(P)XU(q):)U(p - l)xU(q - 1) 

:)U(p - 2)XU(q - 2) ... such that 

U(p - 2) 

U(p - 1) 

U(p) 

o 

U(q) 

U(q - 1) 

U(q - 2) 

In the following the expression «adk )Eij,f)k) will be 
evaluated for i<pJ > p. Utilizing Eq. (13) it follows 

k _ 

«adk )Eij,f)k) = I. «adk )Eij,f);). (35) 
s=1 

Since «adk )Eij'~; = «adk )Eij,Ep _ s + I.p + s),i<p,p > j, the 
functions 

(36) 

are the matrix elements of the irreducible representation 
! 1 I p X ! II q of the groupK ~ U(P) X U(q) with respect to the 
orthonormal basis (Err)' i.e., 

«adk)Eh')=DlllpXll)q (k). (37) 
ii"}'" (E" ,j l.{! f ),(E,) 

It should be remembered that (Eij) denotes the scheme Eq. 
(33). 

Similarly one obtains for the case i > p,j<p, 

«adk)Eh')=D11)pXII)q (k). (38) 
IJ"}S (E,. ",1' ., ,).(E,) 

Thus the functions «adk )Eij,f)k) are defined by Eqs. (35), 
(37), and (38). 

The functions ofEq. (37) and Eq. (38) are invariant 
under left action by the elements of M, since the ~: are ele
ments of the subalgebra a of u(p,q). 

Now, the expression 

«adk)Eij,f)k)[fll~ ] 

- f «adk )Eij,~;)[fl /~] 
s=1 

will be evaluated. According to Eq. (19) 

[fll~] {Dtr.D.S).t(k)}~:~. 

(39) 

(40) 

Thus, the sum of the right-hand side of Eq. (39) contains as 
terms the product of the functions 

D1I),,xITi., (k)D'" (k) 
(E,. ., ,," , J.(E,,) (r.D,s),t (41) 

for i<p,j> p, The function given by Eq. (41) is an element of 
the space of the tensor product of the representation 
! I] q X !1 Jqand the irreducible representation A. of the group 

2005 J. Math. Phys" Vol. 20, No, 10, October 1979 

K. Thus 

Eq. (41) 

A.,r,8,slA. ',r ',8,s) ID1;',D,s)", (k) 

(42) 

where <; I) and <I;) are the matrix elements of the oper
ator U and its inverse which decomposes the tensor product 
of the two representations ! 1 J p X ! 1 I q and A. of K into a di
rect sum of irreducible representations A ' of K, i.e., the 
Clebsch-Gordan coefficients (CGC's), The CGC's 
<! 1 Ipx! ljq,(Ep-s+ l,p+,);;l,r,8,sIA ',r',8,s) do not de
pend on s. This is seen as follows. The CGC's of the group K 
can be factored into a product (or into a sum of products) of 
CGC's of the subgroup M of K and M scalar factors. These 
M scalar factors depend only on the representation of M, but 
not on the indices labeling the individual states of the repre
senation. The vectors I! 1 I p X ! IJ q,(Ep _ s + I.p + J), on the 
other hand, are invariant with respect to M. Thus, in this 
factbrization of the CGC's of the group K into CGC's of the 
subgroup M of K and M scalar factors, the CGC of the sub
group M has to be equal to I. This implies that the CGC's of 
K are independent of the index s. Therefore, Eq. (42) can be 
written as 

(43) 

Equation (43) thus is a relation for the basis vector functions 
[fll~], while Eq. (42) is a relation for the functions (matrix 

elements) D 2r,D,S),t(k). With respect to the notation [fll ~], 
Eq. (43) can be reexpressed as 

«adk )Eij,~;)[fll~ ] 

( 
dimA )1/2 -

= I. d'-' , <11]pX !l]q,(Ep_ s+ I,p+s);fl Ifl ') 
[J'L' 1111/1, 

It should be noted that in Eq. (43) the index t in the basis 
element D tr,t; ).t (k ) corresponds to an arbitrary basis for the 
space of the representation A of K (i.e., to an arbitrary se
quence of subgroups). In Eq. (44), however, the index t labels 
the states of the representation A of K with respect to the 
subgroup chain 
K~U(P)XU(q):)U(p - l)XU(q - l):)U(p - 2) 
XU(q - 2):)· ... In the discussion to follow, this particular 
chain of subgroups is used to label the states of the represen
tation A of K. The same discussion can be carried out on the 
basis ofEq. (43), instead ofEq. (44), leading to results of 
greater generality. 

The CGC's ofEq. (44) factor into the product of the 
CGC's of the subgroups U(P) and U(q). The CGC's needed 
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for these two groups are the CGC's for the direct product of 
the vector representation! 1 J (and of the contragredient re
presentation! I J) with an arbitrary irreducible representa
tion of these groups. These CGC's are however known, and 
thus the right-hand side of Eq. (44) can be evaluated in ex
plicit form.9 In order to do so, some notational conventions 
have to be made. 

For given schemes [J and ~ the schemes 

(44) can be written as 

«adk)Eij,6;)[[J I~] 

I + ip' ip 

- jq.j,/ 

( 
dilIlll ) 112 [ .. I .,., "" ___ [J ~ Ip, ... '~p •. , + I ~ +:P'""':' 

L dilIlll ' lqt· .. Jq - ~ + I - }q •... Jp + q 

ip ...• ip ., + I 

j~, ... J~ +- 'l J + I 

ip= i;Jy=j~ 

J 

are obtained from the schemes [J and l: by adding 1 to each 
element mip'P,mip_ I'P _ 1 ,,,.,mv and by subtracting 1 from 
each element m~'l'q ,mi

q 
I,q _ 1 , ".,mi,,,,, . Similarly, from given 

schemes [J and l: the new schemes 

are obtained by subtracting 1 from each element 
mi",p,mi" I'P _ l,···,mi~r and by adding I to each element 

m;4,Q,mi
q 

1,Q - l,···,mj,..r'0 

Taking into account the properties of the CGC's, Eq. 

(45) 

where the sum runs from 1, 2,,,.,rfor each of the indices ir , i; ,jr ,j;. Thesymbols[J / and~ / in Eq. (45) have been introduced for 
reasons of simplification. In each term of the sum, [J / and l:/ are to be set identical to the [J ::: and l:::: of the basis element 
[[J :::Il::::]. 

For the case Eij' i > p,j<p one obtains the relation 

« dk)E i;')[[J I~] "" ( dilIlll )112[[J - il""'';p "II~ - i~, ... ,i; 
a i}'4)s = ~ dilIlll / + jq .... Jq "I + j~, ... J~ I q 

i" •...• ip ,t I 

i~, ...• i: 
j~, ... J~ ''I ,. 1 

if' = i~,j4 =j~ 

(46) 

[the symbols[J / and~ / replace the symbols [J :::and l:::: of the basis vector preceding them, as in Eq. (45).] where the sum runs 

from 1 to r for each of the indices ir' i; jrj;. 

Thus, according to Eq. (35) and Eq. (45), the formula Eq. (32) can be written for r<p,t>p, as 

d1T{j,,1 (Er,)[[J I~] = f «A,ai) - ~(Pi + 2q)(a;,ai) + ~Qi -1q) 
i= 1 

; 

xI 
s= I i(l, ...• ip 'I 1 

j", ... Jq ,I 1 

j~ •... J~ i q r, I 

X(~ l}px I IJq,(Ep _ s+ l.p+ s);[J I[J /X~ '1IIJ p X {Ilq,(Ert)~ >. 
In a similar manner an expression is obtained for d1T{j,A (Er.,) for r> p,t<p, utilizing Eq. (46). 

(47) 

The basis functions [[J I~] are eigenfunctions of the operators Qi with eigenvalues q; [Eq. (30)]. Hence, Eq. (47) can be 
rewritten in more explicit form. The value ofq; depends on the state [[J 12'] upon which the operator Qiacts, i.e·,qi = qi([[J 12' D· 
The first factor on the right-hand side ofEq. (47) can thus be written as 

(48) 
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where [11 'II'] represents the basis vectors of the right-hand side of Eq (47). 

From Eq. (24), and utilizing the explicit form of the scalar product in a, it follows that !(P,. + 2q,.) <a,.,a,.> equals 1, for 
i = 1,2, ... ,q - 1, and equals (p - q + 1)/2, for i = q. 

The term qj ([0 'II ']) - qj ([0 II]) is evaluated as follows. According to Eq. (5), Q; is a linear combination of the Casimir 
operators of the subgroupsK: and K f, which act upon the functions [n II] from the left side. Acting from the left implies that 
the q j depend on 11, but not on.2". For an irreducible finite dimensional representation of a semisimple compact Lie group with 
highest weight A ',thequadraticCasimiroperator,Eq.(4),isgivenby(A' +R,A' +R) - (R,R ),whereRishalfthesumof 
positive roots of the group. For the commutative part of the subgroup K 1 the eigenvalue of the Casimir operator is given by 
(A "!A ") = A "(hA ·) = (hA • ,hA • ),whereA .. is that linear form on the Lie algebra of the commutative subgroup which de fines 
the representation (that is, (A It IA ") is equal to a sum of squares ofintegers. with the integers defining the representation). Thus 
the eigenvalue of the Casimir operatorw! of the groupK{ is given by the number (A + R,A + R) - (R,R) = (A,A + 2R), 
with A =A' +A". 

Assuming now that the function [11 I~] transforms, with respect to left action by the elements of K {. according to the 
irreducible representation with highest weight A {, and that the function II1 'I ~/] transforms, with respect to left action by the 
elements of K {, according to the irreducible representation with highest weight A { + r! (thus r! represents the effect of the 
action of d1T M (Err) on the representation with highest weight A {), then 

w!([11 'II ']) - w!([11 II ]) = (A! + r!,A ! + rl + 2R I> - (A I,A 1+ 2R I> = 2(A 1 + R 1,r;> + (r;,r;>. (49) 

Thus, according to Eq. (5), 

q,{[11 'II ']) - q,{[l1 II]) = 2(A / + R ],r/> + (r/,rf> - <A ~ + R ~,~> - !<~,r;). (50) 

By meansofEq. (50)andEq. (48), Eq. (47) can be brought into the following form I note that in Eq. (47) there areq - s + 1 
terms for which [11 + i, .... ,~, " II '] is fixed} 

-]", ... J" 

d1Tfj,A (Ert HI1 II] = .f 
s= 1 ip ...• ip _ s + 1 

j.,. ... Jq - f+ I 

i; .... ,i; 

ip = i;Jq =j; 

_"_VI. n ~ ~P""'~P -- s + I .I + ~~,. ... l~ 
( 

di-2 )112 [ .. I .,., ] 
diItlA. ' lfl' .. ·Jli -:J + 1 - )rr···Jp + q - • + I 

xCts(A,a j )+l;p_dl,P-.+1 -/f~+I,q-s+1 -!(A.-2kq_s+ I)- p;q +s) 
X ({ 1 JP X {IJq,(Ep_ >+ I,P+s);11 111 ') (I'I { l}p X 11}q,(E,,);I), 

where lik = mik + k /2 - i + 1, and ks = If= Im;s - ~:: fmi,s_1 (with kl = mil' r<.p,t>p). 

For the case r > p, t<p a similar expression is obtained, 

( 
diItlA. )112 .. ., ., __ [D - ~:""'~P ,! I ~ -lpo ... ,I, 

diItlA. ' + ly.· .. ./. "I I + j~ •... j~ 'q ",] 
d1TO•A (Ert )[11 II] = f L 

s= 1 i,., ... ,i,> 'j I 

i;, ..... i; 
j~, ... j;, '4 /". I 

X <{ I lpx III q,(Ep + s.P _ s + 1);11 111 ') <.2" 'I {llpx {ll q(E,,);I). 

(51) 

(52) 

The formulas Eq. (51) and Eq. (52) give in explicit form the 
action of the infinitesimal operators d1T/J,A (Ert ) ofthe repre
sentation d"'O.A on the basis elements [n II]. 

If, in place of the basis II), another basis were chosen 
for the space of the irreducible representation A. of the sub
group K, then the explicit form for the action of the infinites-
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imal operators drr b.A (Ert ) would be obtained in a similar 
manner. It is easy to recognize that this would lead to a 
replac~ment of the CGC's <.I ' I ! 1 J p X ! 1 J q' (E rt ),.I > and 
<.I ' IiI J p X II) q' (E rt ),.I > by the CGC's for the new basis. 

As was pointed out before, the CGC's entering Eq. (51) 
and Eq.(52) are products ofCGC's of the groups U(P) and 
U(q). In fact, the cac's of these two groups that enter these 

equations are the ones for a tensor product of an (arbitrary) 
finite dimensional irreducible representation with the vector 
representation or the contragredient to the vector represen
tation. These have been obtained by Baird and Biedenharn in 
Ref. 9, and are given below. 

The formulas (51) and (52) for the conformal group 
SU(2,2) were obtained in Refs. 24 and 25. 

6. CLEBSCH-GORDAN COEFFICIENTS FOR THE TENSOR PRODUCTS [mn] X (1} AND [mn] X ('i} OF 
U(n) REPRESENTATIONS IN THE GEL'FAND-ZETLIN BASIS 

In the following the CGC's are given for the tensor product of any finite dimensional representation 
[mn] = [mln,m211, .. ·,mnn] ofU(n) with the representation ( 1) [1,0, ... ,0] and (1)-[0,0, ... ,0, - 1] ofU(n), In these tensor 
products each irreducible representation ofU(n) occurs at most once, i.e., the multiplicity is 1. The CGC's ofU(n) can be 
factored into a product ofU(k )-scalar factors of the groups U(k), k = 3,4, ... ,n and a CGC ofU(2). Thus it is sufficient to list 
only the U(k )-scalar factors. 

The U(n)-scalar factors for the group U(n - 1) are given by the formulas <I ° J denotes the identity representation) 

where S (ij) = + I, if i<j, and S (ij) = - 1, if i > j. The proof of these formulas can be found in Ref. 9. 

7. INFINITESIMAL OPERATORS OF FINITE 
DIMENSIONAL REPRESENTATIONS OF THE 
GROUPS U(p,q) AND U(p + q) IN A U(P)XU(q) 
BASIS 

It now becomes essential to know which principal non
unitary series representation of U(p,q) a given finite dimen
sional representation contains. In order to gain this informa
tion, Proposition 3.2 of Ref. 26 is utilized. In this reference 
the principal non unitary series representations are defined 
by left multiplication. while in this article they are defined by 
right multiplication [Eq. (1)]. It is however known that the 
representations induced for the same 8 and A are equivalent 
for the two definitions. Moreover, Proposition 3.2 of Ref. 26 
can be proved for the principal nonunitary series representa
tions as defined by Eq. (1) in exactly the same manner as for 
the case of left multiplication. Thus, the proposition can be 
applied. 

It was pointed out in the Introduction that the finite 
dimensional representations ofU(p,q), U(p + q), and the fin
ite dimensional complex analytic representations of 
GL(p + q.C), can be obtained through analytic continuation 
and restriction from the representations of anyone of these 
groups. Thus the discussion to follow can be restricted to the 
group U(p,q) alone. 

2008 J. Math. Phys., Vol. 20, No.1 0, October 1979 

The weights of the finite dimensional representations of 
U(p.q)[orGL (p + q,C]willbeconsideredwithrespecttothe 
Cartan subalgebra 0 + a'. where 0 is a Cartan subalgebra of 
m (see Sec. 2). Let D;,. denote a finite dimensional irreducible 
representation ofU(p,q) with highest weight A. The weights 
v of D;,. will be written in terms of coordinates V l ,V2,""Vp + q 

with respect to the basis E I •I E2,2 ..... Ep + q.P + q in (0 + a')c' 
the complexification of the subalgebra 0 + a'. What is need
ed is the restriction of the weights v to the direct sum a' + 0' 
of the subalgebras a' and 0'. with 0' the Lie algebra of the 
subgroup U(1)X'" xU(1) (q times) of M. It can be verified 
directly that the restriction of v to a' + 0' leads to the num
bers vp + vp+ I,Vp _ 1 + vp+z,··.vp _ q + I + 'Vp + q [the re
presentation ofthe subgroups U(I) in m] and to the numbers 
vp - 'Vp + 1''Vp ,_ I - 'Vp + 2 ... ·.'Vp _ q + I - vp + q (the represen
tation of the vector subgroups R of A' = expa'.) Each num
ber vp _ k + vp + k + I, k = 0, 1,2 .... ,q - 1, defines the repre
sentation of the subgroup U(1) which is given by Uk + I in 
Eq. (to). The number vp _ k - 'Vp + k + I.k = 0.1.2, ... ,q - 1, 
defines the representation of the subgroup R in A ' which 
corresponds to ak + I in Eq. (11). 

The weight of D;,. has to be found which, if restricted, 
leads to the lowest restricted weight (Proposition 3.2 in Ref. 
26). Taking advantage of the similarity of the restricted root 
system with respect to the pair (u'(p,q),a') and the root sys-
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tern of the classical Lie algebra B n ' it is easy to observe that a 
weight v goes over into the lowest restricted weight if its 
coordinates satisfy 

vp - vp+ I<Vp_ 1 - Vp+2<"'<Vp_ q+ 1 - vp+q<O 
(53) 

and if there exists no other weight v' which also satisfies Eq. 
(53), and for which v' < v holds after restriction to a'. A com
putation shows that the weight A ' with coordinates 

Aq + l.Aq + 2'··'.AP.AP + 1 .... .AP + q.AI.A2,"'.A q, (54) 

where AI.A2"".Ap + q are the coordinates of the highest 
weight A, leads to the lowest restricted weight. Moreover, 
every weight whose last 2q coordinates are identical with the 
last coordinates of the weight of Eq. (54), also leads to the 
lowest restricted weight. The weight vectors which belong to 
the lowest restricted weight form the basis for a subspace on 
which the irreducible representation ofU(p - q) (subgroup 
of M) with highest weight Aq + 1 .Aq+ 2'·".AP is realized. 

Comparing these discussions with Proposition 3.2 of 
Ref. 26 it follows that: 

The representation DJ.. with highest weight 
A = (AI> ,.1.2"", Ap + q) is contained as subrepresentation in 
that representation 1TD,A o/the principal nonunitary series/or 
which the representation 8 is given by the numbers 

Aq + LJ..q + 2''''.Ap [the highest weight of the representation of 
U(p - q)J and the numbers 
AI =A I +Ap +q , A2 = A2 +Ap +q _ 1 , ... , Aq =Aq + Ap+ 1 

[the representations of the subgroups U(1) in M], and/or 
which the linear form A is given by 
Ap + q - A" Ap + q, - Aq" ... , Ap + 1 - Aq (the representation 
of the vector subgroups R in A = exp a, i.e" 

(A,a) = !(Ap+ q_ i+ 1 -Ap + q-i -A[+ Ai+ I)' 

i = 1,2, ... ,q - I, 

(A,aq) = 'HAp + 1 - Aq). 

Let D A. be a finite dimensional irreducible representa
tion ofU(p,q) and 1TD,1I the principal nonunitary series repre
sentation which contains D A. as a subrepresentation. The re
presentation 1T D,II is defined on the space L ~(K, V). Thus it 
becomes necessary to extract from the space L ~(K, V) the 
subspace VA which is the carrier space for the irreducible 
representation DA.' In order to do this it is sufficient to find a 
basis of VA in terms of linear combinations of the vector 
functions [D 1.2']. (In most cases it is not possible to select a 
basis for VA which consists simply ofa subset of the [D 1.2' D. 
The desired basis for VA should correspond to the reduction 
U(p,q)=>U(p)XU(q). Since each basis element for VA is to 
transform, with respect to right multiplication, according to 
a given irreducible representation of U(P)X U(q), it follows 
that each vector [D 1.2' J in the linear combination has to 
transform according to the same irreducible representation. 
Thus, it follows that the basis elements for VA. are of the form 

(55) 

where the coefficients a(D ) do not depend on.2' (i.e., for all.2' 
the linear combinations are the same), and all terms of the 
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sum correspond to the same irreducible representation of 
U(P)XU(q). 

An orthonormal basis for the space VA. can then be 
found in the following manner. First the irreducible repre
sentation TJ of K ~ U(P) X U(q) is extracted which is con
tained in DJ.. and in 1T1i,A with unit multiplicity. For this 
representation TJ the basis elements form a subset offunc
tions [D 1.2'], consisting of those [D 1.2'] which transform un
der right multiplication according to the representation 1J of 
K, i,e., for this case the sum in Eq. (55) reduces to one term). 
These functions [D 1.2'] can thus be included into an orthon
ormal basis for VA. . In order to obtain the other basis ele
ments for VA.' it is now necessary to act upon the basis ele
ments obtained so far by means of the operators d1T 1i,1I (E rt ), 

r > p,t<p, and r<p,t > p. This leads to functions which be
long to the space VA [since VA is invariant with respect to 
d1TD,1I (En )]. Acting with the operators d1TD,A (Ert ) on the 
functions [D 1.2'] leads to a sum of sums of functions, such 
that the functions of a given sum transform according to the 
same irreducible representation of U(P) X U(q), while func
tions of different sums transform according to nonequiva
lent representations ofU(P)XU(q). Each fixed sum belongs 
to VA. , as it is a linear combination off unctions CD /1.2' /J which 
transform according to a given irreducible representation of 
K. Thus functions of the space VA are obtained which trans
form according to irreducible representations of K. These 
functions can be orthonormalized and added to the set of 
basis elements for VA.' Acting with the operators d1TD,1I (Ert ) 

on the basis functions obtained in this manner, new orthon
ormal basis elements are obtained. After a finite number of 
steps an orthonormal basis is obtained for the space VA., 
which corresponds to the reduction U(P,q)::J U(P) X U(q). 
Since the action of the operators d1T D,A (Err) on the function 
[D 1.2'] is known, it is easy to define the action of the 
d1T{j,A (Err) on the orthonormal basis for VA.' The basis ele
ments of V" will be denoted by [wl.2'], where w labels the 
subspaces of VA. which are carrier spaces of equivalent irre
ducible representations of K ~ U(P)XU(q). 

The finite dimensional irreducible representation of 
U(p,q) obtained in this manner can be considered as a repre
sentation ofU(p + q). However, this representation may be 
nonunitary. In order to bring it into unitary form, a different 
basis may have to be chosen for VA. . Let B denote the opera
tor which transforms the basis constructed according to the 
procedure outlined above into a basis for VA. for which the 
representation DA. ofU(p + q) is unitary. The operator B 
must commute with D.< IK. Thus, the basis functions of the 
new basis can be written as 

(56) 

where the numerical coefficients a(w) do not depend on .2'. 
If, in particular, the mUltiplicities of the irreducible repre
sentations of the subgroup K in D A. IK do not exceed I, then 
the operator B is diagonal and is a multiple of the unit opera
tor for every irreducible subspace of K. 

For finite dimensional representations of U(p + q) the 
unitarity condition is E: = - Eji' where Eij denotes the op-
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erators in the representation D;,. of U(p + q). If this condi
tion is written down in terms of the matrix elements of these 
operators in the basis Eq. (56), then a system oflinear equa
tions is obtained for the coefficients a(w). A solution of this 
system of equations leads to the explicit form of the basis for 
which the representation D;,. ofU(p + q) is unitary. This 
system of equations does however, in general, not lead to a 
unique solution. The various possible solutions are related to 
each other by unitary transformations. 
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Matrix elements for infinitesimal operators of the groups U(p + q) and 
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The general expressions derived in Ref. 1 for the matrix elements of the infinitesimal operators of 
the groups U(p + q) and U(p,q) in a U(P)XU(q) basis are utilized in this article to obtain 
explicit expressions for the matrix elements of the infinitesimal operators of (a) the degenerate 
series representations ofU(p,q) in a U(P) X U(q) basis, and (b) the representations ofU(p + q) 
with highest weight (m),O, ... , 0,m2) in a U(P)XU(q) basis. The operator which unitarizes the 
U(p + q) representations considered is given in explicit form. 

1. MATRIX ELEMENTS FOR THE DEGENERATE SERIES REPRESENTATIONS OF THE GROUP U( p,q) IN A U( p) X U(q) 
BASIS 

The following principal nonunitary series representations 11' oA of the group U(p,q) are considered: 
(a) the representation 8 of the subgroupM~U(p - q)XU(1)XU(I)X"'XU(l) [U(1) - qtimes] is such that it differs 

from the identity representation only on thefirst subgroup U(l), while the representation 8 is the identity representation for 
the subgroup U(p - q)xU(I)X '''XU(I) of M [U(I) - (q - 1) times; thefirst U(1) is deleted]. 

(b) the linear form A satisfies the conditions ~r~ s (A,a; > = 0, s = 2,3, ... ,q. 
Thus, the representations 11' 0 A ofU(p,q) which will be considered in the following are specified by two numbers. The first 

number A I defines the representation of (the first) U(I), while the second number (A,a l > defines the linear form A. 
Consider the subspace of the space L ~ (K, V) for the representation 11' 0 A ofU(p,q), spanned by the basis elements [11 /.2'] 

for which holds 

° ° ° ° 
° ° ° ° 

(1) 11= 

° ° 
° ° ° 

° This subspace is invariant with respect to 11' oA' This can be seen by means ofEqs. (51) and (52) of Ref. 1, which give the action 
of the infinitesimal operators d11' 0 A (En) on the states [11 /2']. In fact, the coefficients 

i (A,a;) + I;P_Hl'P-s+ I -I ;.-,+Joq-s+ I - !(As - 2K ~-s+ I) - (p + q)/2 + s, 
;= 5 

l=S 

ofEqs. (51) and (52) of Ref. 1 become zero for the values of A specified above and for the values Ilj, I jj , I;j) I;j) 
j = 1,2, ... , P - 1, i = 1,2, ... ,q - 1, as defined by means of the pattern equation (1). This however, leads to invariance. 

The representation on the invariant subspace obtained in this manner is denoted by 11'A
1
A

2
' where 

Al =!AI - (A,a l ), A2 =!AI + (A,a l ). (2) 

The form ofthe pattern equation (1) shows that the irreducible representations of U(p) X U(q) occur in 11'AIA2 I K with 
multiplicity..; 1. Moreover, 11'AIA2 I K contains only irreducible representations with highest weights 

(mIP,O, ... ,O,mpp)U(p)X(m;q,O, ... ,O,m~q)U(q), mIP>O, mpp";O, m;q>O, m~q";O. 

These irreducible representations ofU(p)XU~q) will be denoted by [m p] X [mq], where m P = (mlp,O, ... ,O,m pp) and mq 
= (m; q ,0, ... ,0,m~q)' The basis vectors for the space [m p ] X [mq ] will be denoted by Imp ,a,mq,/3 >, where a and P denote 

Gelfand-Zetlin schemes. Since the multiplicity of [m p] X [mq] in 11'A JA21K is ..; 1, the symbol 11 can be deleted in the basis 
states [11 /2']. Thus, the basis vectors Imp ,a,mq,/3 > correspond to the schemes .2'. 

The formulas (51) and (52) of Ref. 1 lead to an explicit form for the infinitesimal operators d11'AIA2 (Ers) with respect to the 
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basis I m p,a,mq,/3). In particular, the operators d1TA,A,(Ep,p+ I) and d1TA,A2(E p+ I,p) have the form (m~q = AI +A2 - m lp 
-mpp-m;q) 

d1TA,A2(Ep,p+ I) 1m p,a,mq,/3) = (A2 - m pp - m; q - q + I)K :t: lK :t:: (a,/3) Im/ t,a,mq- 1,/3) + ( - AI + m l p + m; q) 

XK :t:!K :t: !(a,/3) Im/ \a,mq-
q
,/3) + (A 2 - mlp - m; q - p - q + 2)K :t:~K :t:~(a,/3) 

X Imp+ P,a,mq- I,/3) + ( - AI + m pp + m; q - p + I)K :t:~K :t:~(a,/3) Im/p,a,mq- q,/3), 
(3) 

d1TA,A2(E p+ I,P) 1m p,a,mq,/3) = ( - AI + mpp + m;q - p + I)K :;: lK :;:: (a,/3) Imp- \a,m/ \ P) 

+ (A2 - mlp - m;q -p - q + 2)K :;:!K :;: !(a,ln Imp-l,a,mqH,p) + (-AI + mlp 
+ m; q)K :;:~K :;:~(a,/3) Imp-p,a,mq+ 1,/3) + (A2 - m pp - m; q 

- q + I)K :;:~K :;:~(a,/3) Imp-
p,a,mq+

q,/3). (4) 

The symbols K $I~~~/) and K $1~~~/)(a,{3) represent the 
following CGC's of the group U(p)XU(q): 

K :t: :i:t: ~~ = (Ilj pX [I j q,(E p, p + I);fl I fl :t: 1i:t: ~~), 

K :;:li:;:~~= ([ljpXpjq,(Ep+I,p);fllfl :;:li:;:~~), 

K :t: 1i :t: ~~(a,(J) 

( 
dim[m p] X [mq] )112 

- dim[m/I(+P)]X[mq-I(-q)] 

X (m/ 1(+P),a,mq-
I(-q),/31 [lj pX [ljq, 

(E p,p + I);m p,a,mq,(J), 

K :;: 1i:;: ~~(a,(J) 

( 
dim[m p] X [mq] )112 

dim[mp-I(-P)] X [mt I(+q)] 

X (mp- I( - p),a,mq+ I( + q),(J I [lj pX [ Ij q' 

(E p + I,q);m p,a,mq,(J). 

The symbols (E p, p + I) and (E p + I, p) denote Gelfand-Zet
lin schemes, given by Eqs. (33) and (34) of Ref. 1, for an 
appropriate choice of the indices i andj. The other infinites
imal operators d1T(Est ) can either be obtained from the for
mulas given by Eqs. (51) and (52) of Ref. 1 orby means of the 
commutation relations of the operators d1T(E p, p + I) and 
d1T(E p + I, p) with the compact infinitesimal operators, 

The set of irreducible representations ofU(p)XU(q) in 
1T A, A11K is determined by means of the condition m I p 

+mpp+m;q<AI +A 2 • 

2. REPRESENTATIONS OF U(p + q) WITH HIGHEST 
WEIGHT (m 1,O, ... ,O,m2 ) IN A U(p)xU(q) BASIS 

The finite dimensional representations of U(p,q) with 
highest weight (m l,0, .. ,,0,m 2), ml>O, m 2<0, are contained 
in the principal nonunitary series representation 1T {j A of 
U(p,q) for which it holds 

(A,a l ) = l(m2 - m l ), Al = m l + m2 , 

(A,a 2 ) = ... = (A,a q ) = 0, 

A 2 = A 3 = ... = A q = 0, 

ml,p __ q = m2,p_q = ... = m p_ q,p_q = 0, 

[The numbers m I, p _ q ... m p _ q, p _ q define the representa
tions ofU(p - q) which form a component of the represen
tation 0 of M. See Sec. 7 of Ref. 1.] 

The representation 1T {j A which satisfies the conditions 
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given above contains 1TAIA2 as a subrepresentation. On the 
other side, the finite dimensional representation ofU(p,q) 
with highest weights (ml ,0, ... ,0,m2 ) contains the irreducible 
representation ofU(p)XU(q) with highest weights 
(m I ,O, ... ,O)U(P) (0, ... ,0,m2 )U( q)' This irreducible representa
tion ofU(p)XU(q) is contained in the subrepresentation 
1T A, A2 of 1T {j A • Therefore, all finite dimensional representa
tions ofU(p,q) with highest weight (m l ,0, ... ,0,m2 ) are 
subrepresentations of1TA,A,. It is easy to show that Al = m l 
and A2 = m2 must hold. Thus, the finite dimensional repre
sentation ofU(p,q) with highest weight (m l ,0, ... ,0,m2 ) is 
contained as subrepresentation in the representation 1T m, m, 

ofU(p,q). It follows in particular that the irreducible repre
sentations of U(P) XU(q), found in the restriction of these 
finite dimensional representations ofU(p,q) [and U(p + q)] 
to the subgroup U(p)XU(q), occur with unit multiplicity. 

Therefore, the finite dimensional representation with 
highest weight (m I ,0, ... ,0,m2 ) is given for the infinitesimal 
operatorsE p.p + I andE p + I, pofU(p,q) by Eqs. (3) and (4), 
if Ar-+ml and A2-+m 2 · 

The representations obtained in this manner through 
Eqs. (3) and (4) do not, however, satisfy the unitarity condi
tion for the group U(p + q): 

E;'p+ 1= E p+ I.p· 

In order to obtain the irreducible representations of 
U(p + q) in unitary form, a similarity transformation has to 
be performed. A new basis is introduced by means of a diag
onal operator A such that in this new basis the representation 
becomes unitary. The similarity transformation is given by2 

1m p,a,mq,(J) 

= a(ml p,m pp,m; q,m~q)1/2Im p,a,mq,/3)', 

where the matrix elements a(m I p,m p p,m; q,m~ q) of A are 
given by the formulas 

( 
0 . 0 0 . 0) amI p + I,m pp,m lq - l,mqq 

X 
II i -- I ( 0 0 + + r\ j~O m l - m pp - m lq P ); 

i 0 0 ' II j~ l(m 2 - m pp- m lq - q + j) 

A.U. Klimyk and B. Gruber 
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= a(mIP,m~p,mlq,m~q) 
II~-:'b(-m2 +mlp +m lq +p+q+j-l) 

x~~----~--~--~~----------
II~-:'b( - ml + m lp + m lq + J) 

a(m Ip ,m~ p + i,m Iq - i,mqq ) 

= a(mIP,m~p,mlq,mqq) 
II~= I(m l - m lp - m lq + J) 

E p,p+ II m p,a,mq,{3)' 

(6) 

(7) 

a(mlp,m pp + i,mlq,mqq - I) 

= a(m IP,m p p,m Iq ,mqq ) 

II~-:'b(-m2 +mpp +mlq +q+J) 
X . ~ 

II'; = I( - m l +mpp + m lq -p +;, 
(8) 

Here m? , m~ p' m? q' m~q are appropriately chosen values of 
p . I (0 0 0 0) m l p' m pp' m lq, and mqq, respectIve y, ami p,m pp,mlq,mqq 

is an arbitrary constant. 

In the new basis 1m p,a,mq,{3 )', the infinitesimal opera
tors E P.p + I and Ep + I,p take on the form 

= [(m l -mpp -mi q +p)(m2 -m pp -mi q -q+ 1)]1I2XK :::lK :::l(a,{3)lmp+
l,a,mq-

I,{3)' 

+ [( - m l + m lp + mi q)( - m2 + m lp + mi q + p + q - l)]II2K :::!K :::!(a,{3) Im/ l,a,mq-
q,{3)' 

+ [(m l - m lp - mi q + 1)(m2 - m lp - mi q - p - q + 2)]1I2K :::1K :::1(a,{3) Imp+ P,a,mq-
I,{3)' 

+ [(-m l +mpp +mi q -p+ 1)(-m2 +mpp +mi q +q)]1I2K:::~K:::~(a,p)lmp+p,a,mq-q,{3)', (9) 

E p+ I,p 1m p,a,mq,{3)' 

- [(ml - m pp - mi q + p + 1)(m2 - m pp - m; q - q)] 1/2 K :;:)K :;: )(a,{J) I mp- \a,mq+ \{J)' 

- [( - m l + m lp + m; q - 1)( - m2 + m lp + m; q +p + q + 2)] 112 K:;:!K :;:!(a,{J)lm; l,a,mt
q
,{3)' 

- [(ml - m l p - m; q)( - m2 - m 1 p - m; q - p - q + 1)]112 K :;: 1K :;: {(a,{J) I mp- P,a,mt 1,/3)' 

- [( - m l + m pp + mi q -p)( - m2 + m pp + m; q + q - 1)]1/2 K :;:~ :;:~(a,{3)lmp-P,a,mtq,{J )'. (10) 

The above equations give the infinitesimal generators 
E p,p + I and E p + I,p ofU(p + q) in unitary form. Again, as 
was mentioned before, the other infinitesimal operators E rs 

can be obtained by utilizing the commutation relation of 
these operators with the compact infinitesimal operators 
which are given by the Gelfand-Zetlin formulas. 

Degenerate unitary representations of the group U( p,q) 
were studied previously by Raczka and Fischer. J 

Ifin Eq. (5)-(8), which define the operator A, the sym
bols m 1 and m2 are replaced by A I and ,12' then A can also be 
used to obtain (in unitary form) the representations of the 
supplementary degenerate unitary series ofU(p,q) from the 
representations 1T ",", for special values of the parametersA 1, 

,12' 
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We consider various sum rules for the semireduced [i.e., reduced with respect to SO(3)] matrix 
elements of the generators of SU (3) in a basis of an irreducible representation [pq] corresponding 
to the group reduction SU(3)=>SO(3)=>SO(2). We use basis states which diagonalize an 
additional labeling operator K, but avoid their explicit construction. We build all the needed 
operators from the two independent SU(3) vector operators X and V, where X = (L,Q) is made 
of the SU(3) generators and V = (VL, VQ) is defined in terms of them. First we obtain an 
analytical formula for the linear sum rule satisfied by the diagonal semireduced matrix elements 
of Q. Then, from the set of quadratic equations fulfilled by the semireduced matrix elements of Q 
and VQ, we obtain explicit expressions for the quadratic sum rules satisfied by these quantities. 
All the above-mentioned sum rules are independent of the selection made for K. When K is 
defined as the third order operator L. V L

, we show that a relation between some nondiagonal 
matrix elements of Q and VQ exists enabling the determination of a k -weighted quadratic sum 
rule for the semireduced matrix elements of Q. As by-products of the preceding results we obtain 
general formulas for the eigenvalues k of K for all the values of L whose multiplicity does not 
exceed 3, and we show that we are able to compute analytically the individual matrix elements of 
Q for not too high dimensionalities by working out the case of the irreducible representation 
[10,5]. 

1. INTRODUCTION 

I t is well known from the work of Gel'fand and Tseitlin 
and others l

-
3 that the chain of subgroups ofSU(3) 

SU(3):::>S [U(2) X U(I)]:::>S [U(1) X U(1)XU(1)] (1.1) 

is canonical, i.e., gives rise to a complete set of commuting 
Hermitian operators (the Casimir operators ofthe group and 
of all the subgroups of the chain), providing us with a com
plete labeling for the states transforming under an irreduci
ble representation (IR) ofSU(3). The matrices of the gener
ators of SU(3) in the corresponding canonical orthonormal 
basis are also easily constructed.1.3•

4 

However in the many-body problem, the physically in
teresting chain of subgroups isS 

SU(3):::>SO(3):::>SO(2). (1.2) 

The Casimir operators of SU(3), 12 and 13 , and the angular 
momentum operators, L 2 and Lo, are not sufficient to char
acterize the basis of an IR of SU(3) completely. Several 
methods have been proposed to define the missing label. 6 

They can be divided into two classes. 
The first type of methods gives rise to a simple labeling 

of the states by integers but to nonorthogonal basis.7-1O The 
second type of solution uses a labeling Hermitian operator 
K, which belongs to the enveloping algebra of SU(3) and 
commutes with all the Casimir operators of the group and 
subgroup.,·ll The common eigenstates of the whole set of 
commuting operators are orthogonal but the corresponding 
eigenvalues of K are in general irrational numbers. ll 

During the last few years, the latter type of method has 
been extensively used, and new interesting results obtained. 

')Maitre de recherches F.N.R.S. 

It has been shown that the functionally independent missing 
label operators, whose number is equal to twice that of miss
ing labels,12 can be chosen as operators of third and fourth 
order in the generators ofSU(3) respectivelyY Moreover, 
the eigenvalues and eigenstates of these operators have been 
calculated analytically or numerically for most IR's ofSU(3) 
likely to appear in physical applications. 13

•
14 

The method used in Refs. 13 and 14 is based on the 
Gel'fand and Tseitlin canonical basis. Starting from the well 
known matrices of the generators ofSU(3) in this basis, those 
of K are constructed and diagonalized. In this way, the ei
genvalues of K and the corresponding states of the physical 
basis are obtained. As a byproduct, the matrices of the gener
ators ofSU(3) in this physical basis could then be calculated 
by a standard basis transformation. 

However in many physical applications (diagonaliza
tion of a many-body Hamiltonian, calculation of transition 
strengths, etc.) we are mainly interested by those matrices 
and much less by the eigenstates themselves. Moreover, the 
most important physical information about those matrices is 
often contained in a small number of sum rules for their 
elements. 1S.16 We might therefore prefer to reverse the oper
ation sequence with respect to the one of Refs. 13 and 14 and 
try to directly compute the interesting sum rules without 
explicitly constructing the eigenstates of K. 

The main purpose of the present paper is to show that 
such a procedure is practicable for various sum rules and to 
establish for them some analytical formulas from which 
their numerical values could then be computed either direct
ly or through a computer code. Our procedure is similar to 
that one proposed by Partensky and Maguin for the chain 
SU(4):::>SU(2)XSU(2)Y It uses extensively the Lie algebra 
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of SU(3) in the physical chain (1.2), as well as standard 
Wigner-Racah SU(2) algebraic techniques. It is therefore 
well suited to analytical calculations, which generally repre
sent a heavy burden when one does not take advantage of the 
simplifications implied by the Wigner-Racah SU(2) calcu
lus.18 It should be emphasized that the applicability of our 
method is not restricted by the dimensionality of the IR of 
SU(3), nor by the multiplicities of the IR's of SO(3) con
tained in that IR. However, whenever the latter multiplic
ities are low enough (generally speaking not greater than 
three), we can go one step further and obtain the eigenvalues 
of K, as well as the individual matrix elements of the SU(3) 
generators. This point will be illustrated by an example. 

In Sec. 2 we define the notations used in this paper for 
the generators X = (L,Q) ofSU(3). Section 3 deals with the 
basis of the IR's of SU(3), both the Gel'fand and Tseitlin 
basis and the physical one obtained by diagonalizing an addi
tionallabeling operator K. The latter is defined in terms of an 
SU(3) vector operator V = (VL, Ve, which will play an im
portant part in the remainder of this paper. 

In Sec. 4 we introduce the semireduced matrix elements 
of Q and VQ and study some of their symmetry properties. 
The next sections are then devoted to the determination of 
sum rules for those matrix elements in a given IR ofSU(3). 
In Sec. 5 we obtain an analytical expression for the linear 
sum rule satisfied by the semireduced matrix elements of Q, 
i.e., the sum of its diagonal semi reduced matrix elements 
over the additional quantum number. In Sec. 6 we write the 
set of quadratic equations fulfilled by the semireduced ma
trix elements of Q and VQ. Finally, in Sec. 7, we obtain from 
these equations explicit expressions for the quadratic sum 
rules (squares or products summed over the additional quan
tum numbers) satisfied by these quantities. 

In Sec. 8 we particularize our results by choosing for K a 
third order labeling operator. We then show that the eigen
values of the latter are proportional to the diagonal semire
duced matrix elements of Q. Moreover, the operator satisfies 
an important commutation relation which implies a link be
tween the nondiagonal semireduced matrix elements of Q 
and VQ. As a consequence, we are able to find explicit ex
pressions for some k-weighted quadratic sum rules. 

In Sec. 9, using the results established in the preceding 
sections for the diagonal sum rules, we obtain general formu
las for the eigenvalues of the third order labeling operator 
when the multiplicity is equal to two or three. Then we solve 
the equations established in the preceding sections for the 
semireduced matrix elements of Q and the eigenvalues of K 
in the case of the IR [10,5] ofSU(3), for which the multiplic
ity of the IR's ofSO(3) is not greater than three. 

2. THE SU(3) ALGEBRA 

As is well known, l-3 the Lie algebra ofSU(3) is generat
ed by the operators E ij' i,j = 1,2,3, which obey the follow
ing relations: 

(1) The commutation rule 

[E;j,E k1 ] =Oj~il-Oi~kj' (2.1) 

(2) the Hermitian conjugate relation 

Eit = E j ;, (2.2) 
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(3) the unimodular condition 
3 

L Eii=N, 
i=1 

(2.3) 

where N is the number operator of U(3). This basis of the 
SU(3) algebra is adapted to the canonical chain of subgroups 
(Ll). 

When considering the physical chain of subgroups 
(1.2), we define new generators L a (a = ± 1,0), and Q p 

(J1 = ± 2, ± 1,0), which are to be interpreted as the angular 
momentum and the quadrupole operators respectively.s 
They are defined in terms of the canonical generators E ij by 

Lo =EII - En, 

L I = - E\3 - E32, L _ I = E31 + E23, 

and 

Qo = 3 -1I2[E\I + E22 - 2E33 ], Q 1= E32 - E\3' 

Q _ I = E31 - E23,Q2 = V2E12, Q _ 2 = V2E21 . 

They obey the following commutation rules: 

[L,L]; = - V2 ~I-,IL,,,, 
[L,Q]~ = - v6 OI-,2QK' 

[Q,Q]; = v'iO ~I-,IL,<, 

(2.4) 

(2.5a) 

(2.5b) 

(2.5c) 

where we define the coupled commutator [Sl-',T"]; of two 

irreducible tensor operators Sl-, and TAl, of rank AI and ..12 
respectively, by 

[S\T'i,]; = ~ (AIK\A2K2IAK) [s;:,T~:] 
KIK2 

= [S"'XT"']; _ (_1)"'+"'-,1 

X [T,11XS"'];, (2.6) 

and (AIKIA1K1IAK) is an SU(2) Wigner coefficient. Finally, 
these generators obey the Hermitian conjugate relations 

L;; = ( - It L _ a' 

QJl.+ = (- l)ttQ_jl." 

3. BASIS OF IR'S OF SU(3) 

(2.7a) 

(2.7b) 

In the Gel'fand and Tseitlin scheme, the basis states of 
an IRfpq] ofSU(3) are represented by the pattemsl-J 

p q 

(3.1) 
mll 

wherep, q, and mij are integers such thatp>m I2 >q>m22>O, 
and m 12>mll>m22. 

In the physical scheme, the basis states of the IR fpq] are 
defined as the common eigenstates of the Casimir operators 
12 and 13 of SU(3), the angular momentum operators L 2 

= .Ia ( - l)a L aL _ a and Lo, and an additional labeling op
erator K. S These operators are most easily constructed in 
terms of the independent SU(3) vector operators. Following 
Biedenham,3 there are two such operators which we shall 
call X = (XL ,xQ)and V = (VL,VQ) respectively. The first 
one is made of the generators L a( = X ~), and Q p( = X';), 
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and the second one is obtained from them by symmetrical 
coupling. It can be easily shown that 

V~ = - 2.J!j-[L XQ ]~, 
(3.2) 

v~ = .Jii.[Q XQ]! + V2[L XL ]!, 
and that these operators satisfy the commutation relations 

[L,V L ];= -V2D A•I V!', (3.3a) 

[Q,VL ];= [L,V Q];= - v6DA'2V~, (3.3b) 

[Q,vQ]; = v'lo D A,I V!" (3.3c) 

as it should be. Let us note that in Eq. (3.2) we have arbitrar
ily fixed the overall multiplicative factor. Under Hermitian 
conjugation, the operators V ~ and V ~ behave as L a and Q !l
respectively. Some nontrivial commutation relations can be 
deduced from the definitions (3.2) and the commutation re
lations (3.3). For instance, it can be shown that 

[VQ,VQ); = [1-(-li1{aA [VL XQ); 

+ h A [L X vQ ); }, (3.4) 
where 

al = - 71vi hi = - vi a3 = - h3 = 2V2. 
(3.5) 

In terms of the vector operators X and V, the two inde
pendent Casimir operators of SU(3) can be written as3 

and 

13= L(-ltLaVL_a+ L(-I)!l-Q!l-V~W (3.7) 
a !l-

One further invariant operator can be constructed in this 
way, namely the fourth-order Casimir operator 

14 = L (- l)aV;V~a + L (- 1)!l-V~V~w (3.8) 
a !l-

which can be rewritten in terms of 12 as 
4 

14 = -12(12 + 3). 
3 

(3.9) 

It is straightforward to show that we can choose the 
third-order operator l:a( - l)aL aVL_ a or the fourth-order 

TABLE II. Connection between fourth-order labeling operators used by 
other authors and the operator K = l:a ( - l)a V ~ V ~ a considered in this 
paper. Here L 2 = l:a( - l)aL aL _ a' and Q2 = l:,,( - lY'Q"Q _,,' 

Ref. Name Connection with K 

11 Y 2.K 
4 

18 Q7 _ !K + 12L 2Q 2 _ 36L 2 
2 

13 Eq. (17) X(4) ":""K 
16 

13 Eq. (26') X (4) !K - 6L 2Q 2 _ 63Q 2 + ~L 2 
4 2 

6 X (4) !K - 6L 2Q 2 _ ~L 2 
4 2 

one l:a( - l)av~v~ a for a labeling operator. All the for
mulas derived in Secs. 4-7 are valid for either choice for K. 
However in Secs. 8 and 9, we set 

(3.10) 
a 

and the results obtained there depend on this choice. In Ta
bles I and II we give the connections between the labeling 
operators chosen by other authors and those used in the pre
sent paper. 

The eigenvalues of the two fundamental Casimir invar
iants uniquely label an IR ofSU(3). They are given in terms 
ofp andqby 

(12) = ~p2 _ pq + q2 + 3p), 
(3.11) 

(13) = &(p - 2q)(2p - q + 3)(p + q + 3). 

LetL (L + 1) andMbe the eigenvalues ofL 2 andLo respec
tively, and k denote that of K. Then the basis states of the IR 
[pq) in the physical chain (1.2) are written as 

l[pq)kLM) or 1 kLM), (3.12) 

when there is no ambiguity. The values of Land M are re
stricted to the range 

O<:..L<:..p, - L<:..M<:..L. (3.13) 

The mUltiplicity of the IRL ofSO(3) in the IR [pq] ofSU(3) 
is given by Racah's formula19 

NL(pq) = [!P(p - L + 2)] - [!P(q - L + 1)] 

- [!P(p - q - L + 1)], (3.14) 

where [x] denotes the greatest integer contained in x, and 

P(y) = !(y + 1 y I)· (3.15) 

TABLE I. Connection between third-order labeling operators used by other authors and the operator K = l:a( - l)aL a V~ a considered in this paper. 

Ref. Name Connection with K 

8 n 
11 x 

18 07 

13 Eq. (17) x (3) 

13 Eq. (26) X(3) 

6 X(3) 
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From now on, we are going to work directly in the phys
ical basis (3.12) with the purpose of deriving sum rules for 
the matrix elements of the generators in this basis. Use of the 
Gel'fand and Tseitlin basis (3.1) will be made only in one 
case as an intermediate step. 

4. MATRICES OF THE GENERATORS IN THE PHYSICAL 
BASIS 

In a given IR[pq] ofSU(3), the matrix elements of the 
angular momentum operators L a are given by the Wigner
Eckart theorem applied to the SO(3) subgroup: 

(k'L 'M'ILalkLM) = 8k'k8L'L v'L (L + I) 
X(LMlaIL'M'). (4.1) 

Those of the quadrupole operators Q,.. can be expressed in 
terms of the so-called semireduced matrix elements 
<k 'L 'IIQ IIkL ), i.e., reduced with respect to the SO(3) 
subgroup: 

(k'L'M'IQ,..lkLM) = (LM2f-tIL'M') 

X (k'L 'IIQ IIkL). (4.2) 

The calculation of the matrices of the generators is thus 
equivalent to that of the semireduced matrix elements of Q. 

The semi reduced matrix elements of V Land VQ can all 
be expressed in terms of those of Q: 

(k'L'IIVLllkL) 
=2(-I)L+L'[IOL'(L'+ 1)(2L'+ 1)]112 

x{~ ~, ~,}(k'LIIIQllkL), (4.3) 

(k'L 'IIVQllkL) = (- l)L+L'~ k~. [ (2L" + 1)112 

X {~ ~, ~"} (k'L 'IIQ Ilk" L") 

X (k"L "IIQllkL)] +8k 'k 8L 'L 

X [!L(L + 1)(2L - 1)(2L + 3)]112. 
(4.4) 

The Hermitian conjugate relation (2.7b) leads to the 
following symmetry relation for the semireduced matrix ele
ments ofQ: 

(k 'L ' II Q IIkL ) = ( - I)L - L' [(2L + 1 )(2L 1 + 1) - I] 1/2 

X (kL IIQ IIk'L '). (4.5) 

A similar relation is satisfied by those of VQ. 
The semireduced matrix elements of Q in two contra

gredient IR'sofSU(3), [pq] and [p,p - q], can be related to 
one another in the following way. Let 

be an irreducible tensor transforming under the IR[pq] of 
SU(3). The adjoint tensor is characterized by 

2017 J. Math. Phys., Vol. 20, No.1 0, October 1979 

t p-q) 
XT k + 

-M 
(4.6) 

where 

is a phase factor, and k + denotes the eigenvalue of K in the 
contragredient IR [p,p - q] corresponding to k in the IR 
[pq]. By definition of 

{k] 
the following commutation relation is satisfied: 

= L ([pq]k'L'M'IXKI[pq]kLM) 
k'L'M' 

x{, k' :) (4.7) 

whereXK is any generator ofSU(3) (L a or Q,..), The Hermi
tian conjugate of this equation leads to the following results: 

where 

is a phase factor independent of M, and 

h(i- i,)([Pq]k'L'IIQII[pq]kL) +h(i i) 
x([p,p-q]k'+L'IIQII[p,p-q]k +L) =0, 

(4.9) 

which is the desired relation between semireduced matrix 
elements of Q in two contragredient IR's of SU(3). As a 
special case, the diagonal semireduced matrix elements satis
fy the relation 

([pq]kL IIQII[pq]kL) 

= - ([p,p-q]k +LIIQII[p,p-q]k +L). (4.10) 

5. LINEAR SUM RULE SATISFIED BY THE 
SEMIREDUCED MATRIX ELEMENTS OF Q 

In this section, we are going to derive an expression for 
the sum 

(L /Q /L )- 2: (kL I/Ql/kL) (5.1) 
k 

in a given IR [pq] ofSU(3). The method used can be applied 
in principle to the trace 

(L IT AIL)=2: (kLIITAl/kL) (5.2) 
k 
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of any irreducible tensor operator T ~ (ft = - A" ... ,A. ) of 
rank A, with respect to SO(3). We are going, therefore, to 
formulate it in the general case. 

Let us first assume that we are able to calculate the trace 
of T~ in the basis states of the IR [pq] ofSU(3) characterized 
by a given angular momentum projection M: 

SM= L L (kLM I T~lkLM). (5.3) 
L>IMI k 

Then from the Wigner-Eckart theorem applied to the SO(3) 
subgroup, we get 

SM L (LMAOILM)(LIT"IL). (5.4) 
L>IMI 

When we consider Eq. (5.4) for an nonnegative values of M 
(M = O,I, ... ,p), we get a set ofp + 1 simultaneous linear 
equations in thep + 1 unknowns (L 1 T" IL ),L = O,I, ... ,p, 
whose solution leads to the expression of the trace (5.2) in 
terms of the S M 'so 

Next we calculate the trace SM by using its invariance 
under the transformation from the physical basis to the Gel
'fand one. As the eigenvalue of Lo corresponding to the Gel
'fand state (3.1) is equal to 2m 11 - m 12 - m 22 , the trace S M 

becomes 

2a-/3-M /3 
T~ 

2a-/3-M) 
, (5.5) 

a a 

where a = m II and /3 = m 12 are restricted to those values 

Whenp;;;,2q, we get the following expression for 
<LIQIL): 

(L IQ IL ) = 1[3L (L + 1)(2L - 1)(2L + 3)] - 112 

t 

satisfying the following inequalities: 

max(q, I M 1)</3~, 
!(f3 + M).;;;a.;;;min[8'p + M,l(q + /3 + M)]. (5.6) 

To complete the derivation, we then only need to compute 
the diagonal matrix elements of T ~ in the Gel'fand basis and 
to perform the summations over a and /3 in Eq. (5.5) under 
the conditions (5.6). 

The method we have just explained can be trivially ap
plied to the unit operator for which A, = 0. We then get Ra
cah's formula (3.14) for the multiplicity NL (pq) again. 

Let us tum now to the trace of Q for which A, = 2. The 
set of linear equations (5.4) becomes 

SM = L [L (L + 1)(2L - 1)(2L + 3)] - 112 

L>IMI 
X [3M 2 - L (L + 1)](L I Q 1L). (5.7) 

Its solution can be shown to be 

(L IQ IL) = [L(2L -1)] -112[(L + 1)(2L + 3)]112 

X { S L - S L + 1 + 3 [(L + 1 )(2L + 3)] - 1 

X L (2M+l)[SM- SM+tl}. (5.8) 
M;;.L+ 1 

It remains now to perform the summations over a and /3 in 
Eq. (5.5) taking into account that the eigenvalue ofQo corre
sponding to the Gel'fand state (3.1) is equal to 
3 - 112[3(mI2 + m22) - 2(p + q)] = 3 - l/2[3(2a - M) 
- 2(p + q)], and to substitute the result for SM into Eq. 

(5.8). 

~ 
(- IlL (L + 1)[( - I)P(p - 2q) - (- I)Q(2p - q + 3) + (- I)PH(p + q + 3)], 

IL(L+ 1)[(-I)PH+L(p+q+3)+(-I)P+L(p-2q) 

X + (q + 1 )(2p - q + 3)] - q(q + 1 )(q + 2)(2p - q + 3) 1, 
(p - 2q)i (p + 1)(p + 2)(p + 3) - L (L + 1)[P + 2 - ( - 1)p+L n, 

When p < 2q' we use the symmetry relation (4.10) to show that 

if q.;;;L<p -q, 

if p - q.;;;L.;;;p. 

(5.9) 

([pq]L I Q I [pq]L) = - ([p,p - q]L I Q I [p,p - q]L), (5.10) 

and we apply Eq. (5.9) to the IR [p,p - q]. 
In this section, we derived a linear sum rule satisfied by the semireduced matrix elements of Q. We will now get some 

quadratic relations between the semireduced matrix elements of Q and VQ. 

6. QUADRATIC RELATIONS SATISFIED BY THE SEMIREDUCED MATRIX ELEMENTS OF Q AND V Q 

A first class of relations is obtained by taking the semireduced matrix elements of the second, third, and fourth-order 
Casimir operators ofSU(3), defined in Eqs. (3.6), (3.7), and (3.8) respectively. Using standard SU(2) Wigner-Racah calculus 
and the symmetry relation (4.5), we get straightforwardly 

I (kL IIQ Ilk 'L ') (kL IIQ Ilk 'L ') = [(12 ) - L (L + 1)] t5fk, (6.1) 
k'L' 

I (kL IIQ Ilk 'L ') (kL IIVQllk 'L ') = (13)t5 fk - [L (L + 1)] 1I2(kL IIVL IlkL ), (6.2) 
k'L' 

I (kL IIVQllk'L ')(kL IIVQllk'L ') = (14)t5 fk - L (kL IIVLllk'L ')(fL IIVLllk'L '), (6.3) 
k'L' k'L' 
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where (/2), (/3), and (/4) are well-known functions ofp and q, given in Eqs. (3.11) and (3.9), and (kL 1/ VL I/k'L') is 
proportional to (kL IIQ I/k'L ') according to Eq. (4.3). 

A second class of relations is deduced from the commutation relations (2.Sc), (3.3c), and (3.4) of the operators Q Il and VJ 
with themselves. Taking the semireduced matrix elements of both sides of these equations, we get 

- {LLA} -[I - (- 1)'<] [(U + 1)(2L + 1)]112 L (- I)L+L' , L (kL IIQ Ilk'L ')(kL I/Q I/k'L') 
L' 2 2 L k' 

= - [IOL(L + 1)]1/28.<18fk8rv (6.4) 

[(U + 1)(2L + I)] 112 L (- Il+L' {L LA,} L [(kL II VQl/k'L') X (kL I/Q Ilk'L') 
L' 2 2 L k' 

- (- 1)'< (kL I/Q Ilk'L ')(kL II VQl/k'L')] = - v'lo 8;"1 (kL /I VL I/kL), (6.5) 

and 

[1- (- W] L (- Il+L' {L LA,}} (kL IlVQl/k'L ')(kL IIVQllk'L') 
L' 2 2 L r.' 

= [1 - (- Ii) 2: (- l)r+L'{L L A ,}{a;.. 2: (kL I/Q Ilk'L ')(kL IjVL IIk'L') 
L' 1 2 L k' 

+ b.< 8L' reE(L + 1)] 1/2(kL IjVQl/kL)}, 
(6.6) 

where the semireduced matrix elements of VL and VQ are given by Eqs. (4.3) and (4.4) respectively, and the coefficients 0.< 
and b.< by Eq. (3.5). 

Equations (6.1)-{6.6) can now be used as the initiating stage to determine some quadratic sum rules satisfied by the 
semireduced matrix elements of Q and V Q' We now proceed to show how these sum rules can be defined and calculated 
explicitly. 

7. QUADRATIC SUM RULES SATISFIED BY THE SEMIREDUCED MATRIX ELEMENTS OF Q AND VO 

Let us consider the following quantities 

(L' I Q21L >= L (k'L 'IIQ I/kL )2, 
kk' 

(L' /QVQ /L )= ~ (k'L 'IIQ IIkL >(k'L'1I VQllkL), 

and 

(L' /(VQ)2/L )= 2: (k'L 'II VQ llkL >2, 
kk' 

(7.1) 

(7.2) 

(7,3) 

summed over the additional quantum numbers k and k '. By definition their values are of course independent of the way these 
quantum numbers have been defined. By making L = L, k = k, and summing over k in Eqs. (6.1 }-(6.6), we get a system of 
three equations for each of the three sum rules (7.1), (7.2), and (7.3). As each of these systems can be handled in the same way, 
we hereafter write only the detailed derivation of the first sum rule (L ' / Q 21 L ). 

Let us note first that from the symmetry relation (4.5), it follows that 

(L' /Q2IL) = (2L' + 1)-1(2L + 1)(L /Q2/L '). (7.4) 

Therefore, the five sum rules (L ' / Q 2/ L ), corresponding to a given value of L and L ' = L ± 2, L ± 1, L, belong to three 
classes according to the value oflAL 1= IL' - L I = 2, 1 orO. TakingEq. (7.4)intoaccount,Eq. (6. 1) and Eq. (6.4)withA = 1 
and 3 lead to the following relations: 

(2L - 3)(L - 2/Q2IL) + (2L - 1)(L - I/Q2/L) + (2L + 1)(L /Q2/L) + (2L + 1)(L 1Q2/L + 1) + (2L + 1) 

X (L IQ21L + 2) = (lL + 1)[ (12 ) - L (L + 1)]NL(pq), (7.5) 

- 2(L + 1)(2L - 3)(L - 2/Q2/L > - (L + 3)(2L - 1)(L - I/Q2/L > - 3(2L + 1)(L 1Q2/L > + (L - 2)(2L + 1) 

X (L IQ21L + 1) + 2L (2L + I)(L IQ21L + 2> = - 5L (L + 1)(2L + I)NL(pq), (7.6) 

and 

- (L + 1)(L + 2)(2L - 3)(2L + 3)(L - 2IQ2/L) + 2(L - 2)(L + 2)(2L - 1)(2L + 3)(L -IIQ2IL) + 12(L - I) 
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X(L + 2)(2L + l)(L IQ2IL) - 2(L - l)(L + 3)(2L - 1)(2L + l)(L IQ21L + 1) + (L -1)L(2L - 1) 

X(2L + l)(L IQ2\L + 2) = O. (7.7) 

These relations are valid for any value of L such that O<;L<; p. 

With the purpose of getting a recursion relation for the sum rules with lilL I = 2, we first eliminate (L I Q 21 L ) between 
Eqs. (7.5) and (7.6), and Eqs. (7.6) and (7.7). The firs~resulting equation is then summed over L going from Lto p, while the 
second one (for L>2) is first multiplied by ( - 1) L -L[(L - l)L (L + l)(L + 2)] - 1, and then summed over L between the 
same limits. In this way they become 

(2L - 3)(2L - l)(L - 21Q21L) + (2L - 1)(2L + l)(L -11Q21L + 1) +L(2L - l)(L -1IQ2IL) 

=A ~)(pq), 

and 

- (L + 1)(2L - 3)(2L - l)(L - 21Q21L) + (L - 1)(2L - 1)(2L + l)(L - 11Q21L + 1) 

- 2L (2L - l)(L - 11 Q21L ) = - (L - l)L (L + l)B ~)(pq), L>2, 

where we have changed Linto L, and we have defined 

A~)(pq)= f {(2L'+1)[8L'(L'+1)-3(I2)]NL,(pq)}, L>O, 
L'=L 

B~)(pq) = 4 f [( _l)L'-L(2L' + l)NL'(pq)], L>O. 
L'=L 

It is now easy to eliminate (L - 11 Q 2\ L ) between Eqs. (7.8) and (7.9) and to get the desired recursion relation 

- (L - 1)(2L - 3)(2L - l)(L - 21Q21L) + (L + 1)(2L - 1)(2L + l)(L - 11Q21L + 1) 

= 2A ~)(pq) - (L - l)L (L + l)B r)(pq), L>2. 

(7.8) 

(7.9) 

(7.10) 

(7.11) 

(7.12) 

Its solution is obtained by changing L into L " multiplying the equation by L " and summing over L ' going from L to p: 

(L - 21Q21L ) = [(L - l)L (2L - 3)(2L - 1)] - 1 f {L' [(L' - l)L '(L' + l)B~!(pq) - 2A ~!(pq) n, L>2. (7.13) 
L'=L 

When all the sum rules with lilL I = 2 have been determined, the remaining ones, with lilL I = 1 or 0, can be calculated in 
terms of them. We have indeed 

and 

(L - 11Q21L) = - [2(2L + 1)] -1(L + 5)(2L - 3)(L - 21Q21L) 

+ [2L (2L - 1)] -1(L - l)(L + 2)(2L + 3)(L IQ21L + 2) + C~)(pq), L>2, 

(L IQ2IL) = [2(L + 1)(2L + 1)] -1(L -1)(2L - 3)(2L + 5)(L - 21Q21L) 

- [2L) -1(L + 2)(2L - 3)(L IQ2\L + 2) + D~)(pq), L>l, 

where 

and 

(7.14) 

(7.15) \ 

(7.16) 

(7.17) 

The sum rules (L' 1 QVQ \L ) and (L ' I (vQ)2IL ) are given by relations similar to Eqs. (7.13), (7.14), and (7.15), with 
A r)(pq), B r)(pq), Cr)(pq), andD r)(pq), replaced by A y)(pq), B Z)(pq), cy)(pq), D <j!(pq), where i = 2 and 3 respectively. 
The explicit expressions of these new quantities can be found in Appendix A. 

The summations over L ' in Eqs. (7.10), (7.11), and (7.13), as well as in the corresponding equations for the other sum 
rules. extend from L to p. They are most easily calculated for high values of L. When one is interested in low values of L, it is 
more convenient to have summations over L ' going from zero to some upper limit determined by L. In Appendix B we show 
how to convert the summations in Eqs. (7.10), (7.11), and (7.13) into summations from zero to L - 1. 

Up to now all the relations obtained for the semireduced matrix elements of Q do not depend on the way the additional 
quantum number k is defined. From now on we choose to use for k the eigenvalue of the third-order labeling operator K, 
defined in Eq. (3.10). We will hereafter examine the consequences of this assumption for the semireduced matrix elements of Q 
and show that this choice enables us to determine some k-weighted quadratic sum rules for those quantities. 
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8. THIRD ORDER LABELING OPERATOR AND k
WEIGHTED QUADRATIC SUM RULES FOR THE 
SEMIREDUCED MATRIX ELEMENTS OF Q 

When using the operator K defined in Eq. (3.10) as a 
labeling operator, the additional quantum number k can be 
related very simply to the corresponding diagonal semire
duced matrix element of Q. If we take, indeed, the semire
duced matrix element of both sides ofEq. (3.10) and take 
into account that the semireduced matrix elements of V L are 
proportional to those of Q as shown in Eq. (4.3), we get 

k8k'k = 2[tL (L + 1)(2L - 1)(2L + 3)] 1I2(k'L IIQ IIkL). 
(8.1) 

We conclude therefore that with this choice oflabeling oper
ator the matrix elements of Q which are diagonal in L are 
also diagonal in k. Moreover, we see clearly the importance 
of the calculation of the semireduced matrix elements of Q 
for the solution of the state labeling problem. Introducing 
Eq. (8.1) into the symmetry relation (4.10), we obtain that 

k + = - k, (8.2) 

i.e., the eigenvalue of K in the contragredient IR[p, p - q], 
corresponding to k in the IR[ pq], is equal to - k. Equations 
(8.1) and (8.2) are well known relations, derived previously 
by other authors. 20. 13 

We now show that the operator K gives rise to an addi
tional relation, which is new to our knowledge, and leads to a 
simple connection between the nondiagonal matrix elements 
of Q and VQ. This relation is a special case of a more general 
one, which writes 

[ ~ ( - l)a L ~ _ a' T g] = [ ~ ( - 1 Y L a T ~ a,Q jJ ], 

(8.3) 
and is valid for any vector operator T = (T L, T Q). 

To prove Eq. (8.3), let us first transform it into 

I (-l)a[La[L_ a, Tg] + [La' Tg]L_aJ 
(l 

= I (- l)a[La[T~a,QjJ] + [La,QjJ] T~aJ, 
a 

(8.4) 

and use the equalities 

[La,Tg] = [T~,QjJ]' (8.5) 

and 

(8.6) 
a a 

which derive directly from Eqs. (3.3a) and (3.3b), written for 
T instead of V. We get the following relation 

a a 

which remains now to be proved. For this purpose, let us 
consider the identity 

(8.8) 
valid for any operator Tgbuilt from the generators ofSU(3). 
By introducing the definition (3.6) of 12 into this equation, 
and using Eq. (8.5) as well as the relation 
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v a 

= L (- It[Qv' Tg]Q - v + L (- l)aT~ 
v a 

(8.9) 
which is a direct consequence of the commutation relations 
(3.3), we get 

I(-l)a[La[T~a,QjJ] + [T~,QjJ]L_a 
a 

- [La,QjJ]TL_a- T~[L_a,QjJll =0. (8.10) 

It is now straightforward to show that this equation reduces 
to Eq. (8.7) when we write each commutator as 
[A,B] = AB - BA, and take Eq. (8.6) into account. This 
completes the proof of Eq. (8.3). 

In particular, when T is replaced by V, we reach the 
following important relation 

(8.11) 

Taking the semi reduced matrix element of both sides of this 
equation, we get 

(k' - k )(k'L 'IIQ IlkL ) = [L '(L' + 1) - L (L + 1)] 

X (k'L'1I VQllkL). (8.12) 

We conclude that for L '-=FL, the semireduced matrix ele
ments of V Q are given in terms ofthose ofQby the following 
relation: 

(k'L '1IVQllkL) = [L '(L' + 1) - L (L + 1)] - 1 

X(k' - k)(k'L 'IIQ IIkL), L '-=FL. 
(8.13) 

As a consequence ofEq. (8.13), the sum rules (7.2) and (7.3) 
with L ' -=FL can be rewritten in terms of semi reduced matrix 
elements of Q only: 

(L ' 1 Q V Q 1 L ) = [L ' (L ' + 1) - L (L + 1)] - 1 

XL (k' - k)(k'L 'IIQ IIkL )2, 
kk' 

L '-=FL, (8.14) 

(L 'I(VQfIL) = [L '(L' + 1) -L(L + 1)]-2 

XL (k' - k)2(k'L 'IIQ IIkL )2, 
kk' 

L'-=FL. (8.15) 

We can now proceed one step further and establish ana
lytical expressions for the following k-weighted sum rules 

(L 'IQ2·IL )= I k (k'L 'IIQ IIkL )2, (8. 16a) 
kk' 

and 

(L'I·Q 2 IL)- Ik'(k'L'IIQllkL)2, (8. 16b) 
kk' 

where the point on the right (left) of Q 2 on the left-hand side 
means that the weight k (k ') refers to the ket (bra). From Eq. 
(4.5) those sum rules satisfy the symmetry relation 

(L ' 1 Q 2·1 L ) = (2L + 1 )(2L ' + 1) - 1 (L I.Q 21 L ') . 

(8.17) 
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It is straightforward to see that Eq. (8.14) can be rewritten as 

(L'IQvQIL) 

= [L'(L'+ 1)-L(L+ 1)]-1 

X [(L' I·Q 2IL) - (L 'IQ2·IL)], L '=I=L. (8.18) 

It is shown in Appendix C that the sum rule 
<L - 1 I Q2·IL > satisfies a recursion relation, whose solu
tion is 

(L - 11 Q 2·1 L ) 

= [(L - I)L (L + 1 )(2L - 1)] - 1 

P 

X L IL'(L'+1)(2L'+I)X[-2(~L'(L'+I) 
L'=L 

X (2L ' - 1)(2L ' + 3»112«12) + 3)(L '1 Q I L ') 

+ (2L' - 1)(2L' + 3)(L' I QVQ IL') - 2(L' + I) 

X(L'+2)(L'IQvQIL'+l)]j. (8.19) 

From it the other sum rules can be calculated by successively 
applying the following relations: 

(L + 11 Q 2·IL ) = (2L + 3) - 1(2L + l)(L I Q 2.[L + 1) 

- 2(L + l)(L + 11QvQ IL), (8.20) 

(L IQ2·IL) 

= (2L + 1) - 1 [ - (L - 1 )(L + 1) 

X (L - 11 Q 2·IL ) + L (L + 2)(L + 11 Q l·IL ) 

+ L (L + 1)(2L + l)(L IQVQ IL)], (8.21) 

(L + 2IQ2·IL) 

and 

= [2L (2L + 1 )(2L + 5)] - II (L - 1) 

X(L + 2)(2L - 1)(2L + 3)(L - 1IQ2·IL) 

+ 3(L + 2)(2L - 1)(2L + l)(L 1Q2·IL) 

- L (2L + 3)(2L 2 + 3L - 8)(L + 11 Q 2·1 L ) 

- 2L (L + l)(L + 2)(2L + 1)(2L + 3)[1L (L + 1) 

X(2L -1)(2L + 3)]1I2(L IQ IL) j, (8.22) 

(L - 2IQ2·IL) 

= [2(L + 1)(2L - 3)(2L + 1)] - I 

X I (L + 1)(2L - 1)(2L 2 + L - 9) 

x(L-1IQ2·IL) 

+ 3(L - 1)(2L + 1)(2L + 3)(L 1Q2·IL) 
- (L - 1)(L + 2)(2L - 1)(2L + 3) 

x(L+IIQ2·IL) 

- 2(L - I)L (L + 1)(2L - 1)(2L + 1) 

X [1L (L + 1)(2L - 1) 

X (2L + 3)] 1I2(L I Q I L ) }. (8.23) 

Eq. (8.20) is a special case of Eq. (8.18), while the other 
equations are proved in Appendix C. 

9. CALCULATION OF THE EIGENVALUES OF K AND 
THE MATRIX ELEMENTS OF Q IN THE PHYSICAL BASIS 

All the sum rules which we have considered up to now 
can be evaluated in principle for any IR[pq] ofSU(3) and 
any multiplicities N L (pq). It would be indeed quite straight-
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forward to develop a computer code in order to compute 
them numerically whenever the dimensionality of the IR of 
SU(3) is too large to allow us to calculate them by hand. 

It is, however, much more difficult, even for not too 
high dimensionalities, to get detailed information about the 
individual matrix elements of Q in a given IR of SU(3), i.e., 
to calculate the semireduced matrix elements 
<k'L 'IIQ IlkL >2forallthevaluesofk,L,k ',andL 'contained 
in this IR. In this case the usefulness of our procedure is 
restricted by the magnitude of the multiplicities of the IR's 
ofSO(3) contained in the IR ofSU(3) considered. In this 
section we are going to show through an example how far we 
can go in that field. It should be remembered, however, that 
the computation of the individual matrix elements of Q is 
only a byproduct of our study, whose main goal was to calcu
late sum rules. 

To begin with, let us turn to the determination of the 
eigenvalues of the third-order labeling operator K, or equiv
alently, to that of the diagonal matrix elements of Q owing to 
Eq. (8.1). The diagonal sum rules <L I Q IL ), (L I Q 21 L ), 

and (L I Q 2·1 L ) are simply proportional to S = 'I-f~ lk j' 

C = 'I-f~ Ik j, and D = 'I-f:;, Ik ], respectively, where the 
summations are restricted to those values of k corresponding 
to L, Weare thus able to calculate the eigenvalues of K in all 
the cases where the multiplicity N L (pq) does not exceed 
three, with the results: 

(i) If NL (pq) = 2, 

k1,2 = ~S ± V 2C - S2). 

(ii) If NL (pq) = 3, 

(9.1) 

k j = ~(S + V 2(3C - S 2) cos a +32j1T ). j = 1,2,3, 

where 

cosa = V2(3C - S2)-312(9D + 2S 3 - 9SC). 

(9.2) 

(9.3) 

In principle it is now possible to obtain also the nondia
gonal matrix elements (k'L 'IIQ IlkL )2 for all the values of 
k, L, k', and L ' contained in the IR[pq] if all the multiplic
ities are less than or equal to three. However, when NL and 
NL , are equal to two or three, the sum rule equations are not 
sufficient for that purpose. It is then necessary to use in addi
tion Eqs. (6.1)--{6.6) for k = k and to solve them step by step 
for all the values of Land k, As an example we have worked 
out completely the case of the IR[10,S], for which the possi
ble L values are (with their corresponding multiplicity writ
ten as an exponent) 10,9,82, 72, 63

, s3, 42, 32,2, and 1. We 
show the results in Table III. The IR[lO,S] is self-contragre
dient so that we could use Eqs. (4.9) and (4.10) to simplify 
the calculations. In spite of this, the computation was rather 
tedious. Moreover, a systematic procedure for handling the 
system of equations does not seem to emerge, so that it might 
be difficult to write a computer program to calculate the 
matrix elements of Q for general IR's of SU(3) for which 
NL (pq)<.3. Therefore, our procedure might not be suited to 
the calculation of matrix elements of Q for IR's of SU(3) 
whose dimensionality is much higher than that of [lO,S] 
(equal to 216). For IR's which are not self-contragredient, 
the limit on the dimensionality should be still lower. 
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TABLE III. EigenvalueskofK = l:a( - l)aL a V~a andsemireduced matrix elements (k 'L 'IIQ IIkL )2 for the IR[IO,5] ofSU(3). Only the upper triangular 

matrix is shown; the lower one can be deduced from it by use ofEq. (4.5). 

L 10 9 S S 7 7 
L' k' k 0 0 12V209 -12v209 12v56l -12v56l 

10 0 0 ll!l f .8Q 0 0 9 9 

9 0 0 llQ W ;ll! If 19 3 

S 12V209 M 0 ¥§ ¥§ 

+w/i -w/i 

S -12V209 M ¥§ WN-

-w/i +w/i 

7 12V 561 ill 0 

7 -12v56l III 182 

L 6 6 6 5 5 5 
L' k' k sV 2769 -SV2769 0 sV 4665 -SV466s 0 

10 0 0 0 0 0 0 0 

9 0 0 0 0 0 0 0 

S 12V209 m m W6~'f 0 0 0 

+W~ -W~ 
S -12V209 ~Oljt¥ 13~\~6 W. 0 0 0 

-W~ +W~ 
7 12v56l ~ ~ • ~~Wj2 = ;ruM 6461 84903 311 

+Z¥~ -Z¥~ +WJ,; -WJ,; 

7 -12v56l 2J?M4 ~ • wm wm WJ4 

-Z¥~ +Z¥~ -WJ,; +WJ,; 

L 6 6 6 5 5 5 
L' k' k sY2769 -sY2769 0 SV466s -sVOO 0 

6 sY2769 ~ 0 0 ~ ~ ti~~ 

+~~28;Otf -~~28;O'3 
6 -sY2769 wr 0 ~ WtHfH ~ 

-~~281OSJ +~~287bH 
6 0 0 ~ mmis ~ 

5 sV4665 T 0 0 

5 -sV 4665 T 0 
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TABLE III (cont.) 

5 0 

L 4 
L' k' k 12vlO5 

6 s\12769 Wt~~ 

+WP~ 
6 -s\12769 ~ 131989 

-WP~ 
6 0 9S~J959356 

5 sV4665 ill!> 
3421 

+l2~ 11 311 

5 -sV4665 ~ 
_l2~ II TIT 

5 0 ~ 
311 

L 4 
L' k' k 12vlO5 

4 12vlO5 H 

4 -12vlO5 

3 4\1 2145 

3 -4v2145 

2 0 

0 

10. CONCLUSION 

4 
-12vlO5 

m§r§ 

-WP~ 
WNW 
+WP~ 
w.w 
ill!> 
3421 

-th~ 

~ 

+1f~ 
Wf 

4 
-12vlO5 

0 

£1 
II 

o 

o 

o 

3 
4v2145 

lID - 1 V'iOO1 
90 2 

3 
-4v2145 

o 

o 

o 

3 
-4v2145 

lID _ IV'iOO1 
90 2 

W+iV'iOO1 

0 

ill 
3 

2 
o 

o 

o 

o 

o 

o 

o 

2 

0 

W 
9 

w 
9 

.ll 
7 

.ll 
7 

0 

o 

1 

o 

o 

o 

o 

o 

o 

o 

0 

0 

0 

flo! 
7 

flo! 
7 

m , 

0 

In this paper we have shown that it is possible to obtain analytical formulas for various sum rules satisfied by the matrix 
elements ofthe generators of SU(3) in an SO(3) basis. For that purpose we have chosen to use an orthogonal basis which 
diagonalizes an additional labeling operator K, and we have established our relations without explicitly constructing the basis 
states. As a byproduct of our study, we have been able to deduce general formulas for the eigenvalues of K when the 
multiplicity of the SO(3) IR's does not exceed three and to calculate the individual matrix elements ofthe SU(3) generators for 
the IR[1O,5] ofSU(3). 

Were we concerned with the determination of the eigenvalues of K or the individual matrix elements of Q for general IR's 
ofSU(3), it would be clear that our procedure is not the best one available. It is indeed well known that the eigenvalues of K can 
be calculated straightforwardly either in a nonorthogonal basis8 or in the canonical orthogonal one. IJ

.
I
• Concerning the matrix 

elements of Q, the use of either basis would lead to a clear-cut and systematic procedure that could be easily programmed. 
Some works are in process along these lines using nonorthogonal basis.21 

However the usefulness of our procedure is obvious as compared with other ones when considering sum rules for the 
matrix elements of Q. With a nonorthogonal basis, we should have to combine the overlap matrix of the basis states with both 
diagonal and nondiagonal matrix elements of Q. With the canonical orthogonal basis we should have to restore the SO(3) 
symmetry by using the transformation matrix from this basis to a physical orthogonal one. In both cases it is clear that no 
direct procedure would be available to calculate sum rules and that no analytical results could be obtained except in extremely 
simple cases. On the other hand, by working directly with a physical orthogonal basis as we do in the present paper, one is 
straightforwardly led to general analytical formulas for various sum rules, which we consider as the achievement of the 
present paper. 
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APPENDIX A: EXPLICIT EXPRESSIONS OF Ar!( pq), flj!( pq), d!!( pq), AND aj!( pq) FOR i = 2 AND 3 

In terms of 

(L I VL IL )= L (kL IIVLllkL) = 2W2L - I)(2L + 3)]1I2(L IQ IL), 
k 

and 

(L I VQ IL )= L (kL IIVQllkL) = [1f(2L + 1)] 112 L (- I)L-Ll{~ ~ ~ }(L 1Q21LI) 
k L. I 

(AI) 

+ [lL(L + I)(2L - I)(2L + 3)]1I2NL(pq), (A2) 

respectively, we get 

A Cf>(pq) = f {(2L' + 1) [sY L '(L' + I)(L' IVL IL') - 3(/3 )NL ,(pq) n, (A3) 
L'=L 

p 

BCf>(pq) = 4 L {( - Il' -L [L '(L' + 1)] -1I2(2L' + I)(L' I V L IL'}}, (A4) 
L'=L 

CCf>(pq) = [L (2L - 1)] - I(L - 1) [2(L + 6)Y L (L + 1) (L I VL IL ) - 3 (/3 )NL (pq)], (AS) 

DCf>(pq) = - [L (L + 1)] -I [3(L 2 + L - 4)Y L (L + 1) (L I V L IL) - (L 2 + L - 3)(/3 )NL(pq)], (A6) 

and 

A CJ.>(pq) = t {(2L' + I)[(3L '(L' + 1)(2L' - I)(2L' + 3»1I2(L' I VQ IL') 
L'=L 

+ ¥(3(2L ' + 1) - I(L ' - 1 )(L ' + 1 )(2L ' - I)(L ' - 11 Q 21 L ') + (2L ' - 1)(2L ' + 3) (L ' I Q 21 L ') 

+ 3L '(L' + 2)(L 'IQ 2 IL' + l) - 3(/4)NL,(pq)]}, (A7) 

BCJ.>(pq) = J t {( - I)L'-L [L '(L' + 1)] -1[3(L' - 2)(L' + I)(2L' - I)(L' - IIQ 2 IL'} 
L'=L 
+ 2(2L' - I)(2L' + I)(2L' + 3)(L 'IQ 2IL'} + 3L '(L' + 3)(2L' + I)(L 'IQ 2IL' + l)]), (AS) 

CCJ.>(pq) = [L (2L - 1)] - I(L - I){ [3L (L + I)(2L - I)(2L + 3)] 1I2(L IVQ IL} + H3(2L + 1)-1 

X(L + 1)(2L - I)(2L 2 + 13L - 2I)(L - 11 Q2IL} + (2L - I)(2L + 3)(4L + 21) 

X (L I Q21L ) + 3L (L + 2)(2L + 19)(L IQ21L + 1)] - 3(/4 )NL(pq)} , (A9) 

DCJ.>(pq) = [L (L + 1)] -I{ [3L (L + I)(2L - I)(2L + 3)] I12(L I VQ IL} - 2 [(2L + 1)-1 

X(L - 1)(L + I)(2L - I)(4L 2 + 2L - 2I)(L - 11 Q2IL) + (2L - I)(2L + 3)(2L 2 + 2L - 7) 

X (L 1Q21L) +L (L + 2)(4L 2 + 6L - 19)(L IQ21L + l)] + (L 2 +L - 3)(/4 )NL(pq)}. (A 10) 

APPENDIX B: ALTERNATIVE EXPRESSIONS FOR A [1)(pq), 8fY(pq), AND<L -21 Q21 L) 

In this appendix we show how to convert the summations over L ' going from L top in Eqs. (7.10), (7.11), and (7.13) into 
summations from zero to L - 1. 

Let us begin with Eq. (7.10). It is obvious that it can be rewritten as 
L-I 

A ~>(pq) = A ~I>(pq) - L {(2L' + I)[SL '(L' + 1) - 3(/2) ]NL,(pq)}, (BI) 
L'=O 

where the value of A ~I>(pq) can be found from Eq. (7.S) for L = O. We get 

A ~I>(pq) = 0, (B2) 

so that 
L-I 

A ~>(pq) = - L {(2L' + I)[SL '(L' + 1) - 3(/2) ]NL,(pq)}, (B3) 
L'=O 

which is the desired expression for A r>(pq). 
Eq. (7.11) can be transformed in the same way into 

L-I 
B~>(pq) = (- 1)LB~I>(pq) - 4 L (_1)L-L'(2L' + I)NL,(pq). (B4) 

L'=O 
However in this case, B ~I>(pq) is not equal to zero because Eq. (7.9) is not valid for L = O. We have therefore to calculate 

2025 J. Math. Phys., Vol. 20, No.1 0, October 1979 A. Partensky and C. Quesne 2025 



                                                                                                                                    

B~I)(pq) from the definition (7.11). We obtain 

B~I)(pq) = 4 i (- IF(2L I + l)NL'(pq), (B5) 
L'=O 

where NL , (pq) is determined by Racah's formula (3.14). It is straightforward to show that 

Bg)(pq) = 2(p2 - pq + q2 + 3p + 2), when p and q are even, 

= 2(p - q + l)(q + 1), when p is even and q odd, 

= - 2(p - q + l)(p + 2), when p is odd and q even, 
(B6) 

= - 2(p + 2)(q + 1), when p and q are odd. 

It now remains to transform the summation in Eq. (7.13). For this purpose, let us go back to Eq. (7.12) and consider only 
those values of L which are greater than 2. Let us changeL into L I, multiply the equation by L I and sum over L / going from 2 to 
L - 1. We get 

L-I 
(L - l)L (2L - 3)(2L - l)(L - 21 Q2IL) - 6(0IQ 212) = - L {L '[(L / - I)L '(L / + I)B~?(pq) - 2A ~?(pq)] j, 

L' = 2 

L>3. 

The quantity (01 Q212) can now be evaluated directly from Eq. (7.S) for L = 1: 

3(0IQ 212) =A ~I)(pq). 

(B7) 

(BS) 

Introducing this expression into Eq. (B7), we see that (L - 21 Q 21 L ) is given by a summation over L / going from 1 to L - 1 
(or equivalently from 0 to L - 1 as the term corresponding to L / = 0 is equal to zero), and that the resulting formula is valid 
not only for L>3 but also for L = 2: 

L-I 

(L - 21 Q2IL) = - [(L - l)L (2L - 3)(2L - 1)] - 1 L {L '[(L / - I)L '(L / + l)B~?(pq) - 2A ~?(pq)Jl, L>2. 
L'=O 

Eqs. (B3), (B4) and (B9) are the alternative expressions we were looking for to replace Eqs. (7.10), (7.11), and (7.13) 
respectively. 

APPENDIX C: CALCULATION OF THE SUM RULES (L'I 02·1 L) 

(B9) 

To calculate the sum rules (L / I Q 2·IL ), defined inEq. (8. 16a), we start from Eqs. (6. 1) and (6.4). ByequatingL / toL and 
k I to k, multiplying by k, summing over k, and using Eqs. (8.1) and (8.17), we obtain a system of three equations for those sum 
rules, which writes 

(2L - 3)(L - 2IQ2·IL) + (2L - 1)(L - lIQ2·IL) + (2L + l)(L IQ2·IL) + (2L + 3)(L + 1IQ2·IL) + (2L + 5) 

X (L + 21 Q2·IL) = 2(2L + 1)[ (12) - L (L + 1)][~L (L + 1)(2L - 1)(2L + 3)]1I2(L I Q IL), 

- 2(L + 1)(2L - 3)(L - 2IQ2·IL) - (L + 3)(2L -1)(L - lIQ2·IL) - 3(2L + 1)(L IQ2·IL) 

+ (L - 2)(2L + 3)(L + 1IQ2·IL) + 2L(2L + 5)(L + 2IQ2·IL) 

= - IOL (L + 1)(2L + 1)[ ~ L (L + 1)(2L - 1)(2L + 3)] 1I2(L I Q IL), 

and 

- (L + 1)(L + 2)(2L - 3)(2L + 3)(L - 21 Q2·IL ) + 2(L - 2)(L + 2)(2L - 1)(2L + 3)(L - 11 Q2·IL ) 

+ 12(L - l)(L + 2)(2L + l)(L I Q2·IL ) - 2(L - 1)(L + 3)(2L - 1)(2L + 3)(L + 11 Q2·IL ) 

+ (L - l)L (2L - 1)(2L + 5)(L + 2IQ2·IL) = o. 

(Cl) 

(C2) 

(C3) 

From them we can express (L ± 21 Q 2·1 L ) in terms of the other sum rules. The resulting expressions are respectively 
contained in Eqs. (8.22) and (S.23). By eliminating (L ± 21 Q 2·1 L ), we are left with a single relation between the remaining 
sum rules: 

(L - 1)(L + l)(L + 3)(2L - l)(L - 11 Q2·IL ) + (2L - 1)(2L + 1)(2L + 3)(L I Q 2·IL) - (L - 2)L (L + 2)(2L + 3) 

X (L + 1IQ2·IL) = 2L (L + 1)(2L + 1)[ (12) + 3][~L (L + 1)(2L - 1)(2L + 3)] II2(L I Q IL). (C4) 

We can get two additional relations by making use of the known expressions of (L I QVQ I L ) and (L + 11 QV Q I L ). 
On the one hand from Eqs. (8.1), (8.17), (8.22), and (S.23), we obtain successively 

(L I QVQ IL) = ~[~L (L + 1)(2L - 1)(2L + 3)] - 112 L k (kL IIVQllkL ) 
2 3 k 
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= [L(L+ 1)(2L+ 1)]-I[(L-1)(L+ 1)(L-1IQ2·IL) 

+(2L+ l)(L IQ2·IL) -L(L+2)(L+ 1IQ2·IL)]. (C5) 

This equation leads to the expression of (L I Q 2·1 L ) in terms of (L ± 11 Q 2·1 L ) and (L I Q V Q I L ), contained in Eq. (8.21). 
On the other hand, when applied to the case L I = L + I, Eqs. (8.17) and (8.18) give rise to the expression of (L + 11 Q 2·1 L ) 
in terms of (L I Q 2·1 L + 1) and (L + 11 QVQ I L ), contained in Eq. (8.20). 

It now remains to introduce both expressions into Eq. (C5) such as to obtain a recursion relation for (L - 11 Q 2·1 L ) 
writing 

(L - l)L (L + 1)(2L - l)(L - 1IQ2·IL) - L (L + l)(L + 2)(2L + l)(L I Q2·IL + 1) 

= L (L + 1)(2L + 1)1 - 2[~L (L + 1)(2L - 1)(2L + 3)] 112 [ (12) + 3] (L IQ IL) 
3 

+ (2L - 1)(2L + 3)(L I QV Q IL) - 2(L + l)(L + 2)(L I QVQ IL + 1) J. (C6) 

Its solution is easily found by replacingL by L I and summing over L I goingfromL top. It is given in Eq. (8.19). This completes 
the derivation of the sum rules (L I I Q 2·1 L ). 
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Clebsch-Gordan coefficients of finite magnetic groups 
P. M. van den 8roek 
Institute for Theoretical Physics, University of Nijrnegen, Nijrnegen, The Netherlands 

(Received 24 January 1979; accepted for publication 13 April 1979) 

A detailed ~ethod is given for the calculation ofClebsch-Gordan coefficients of finite magnetic 
groups: ThiS met~od is a genera~ization of a new method for the calculation of Clebsch-Gordan 
coeffic~ents offimte nonmag~etlc groups which makes use of the fact that the Clebsch-Gordan 
coefficients may be arranged mto vectors which are eigenvectors of certain projection matrices. 

1. INTRODUCTION 

According to the well-known results of Bargmann 1 and 
Wigner 2 the Hilbert space of state vectors of a physical sys
tem with a symmetry group G carriers a projective unitary
~ntiunita.ry (PUA) representation ofG. All relevant physical 
mformatIon, such as transition probabilities, is contained in 
matrix elements of irreducible tensor operators which trans
form according to irreducible PU A representations of G. An 
important tool for the calculation of these matrix elements is 
the Wigner-Eckart theorem, which has been generalized for 
finite magnetic groups by Aviran and Zak. 3 To apply the 
Wigner-Eckart theorem one needs the Clebsch-Gordan co
efficients of G. 

Recently a step forward in the theory of Clebsch-Gor
dan coefficients of nonmagnetic groups has been made by 
the observation that columns of Clebsch-Gordan coeffi
cients are eigenvectors of some projection matrices. This ob
servation was made first by Schindler and Mirman 4 for the 
symmetric groups. A detailed procedure for the construc
tion of the Clebsch-Gordan coefficients was then given by 
van den Broek and Cornwell 5 and Dirl. 6 The advantage of 
this method over previous methods is that the calculations 
are straightforward, problems related to multiplicity (over
looked for instance by Cornwell 7 and Berenson and Bir
man 8) are properly taken care of and tedious ad hoc meth
ods (Sakata 9) and orthogonalization procedures (Koster 10) 
are avoided. 

The present paper extends the method of Ref. 5 to mag
netic groups. It will turn out that as in the case of nonmagne
tic groups the columns of Clebsch-Gordan coefficients are 
eigenvectors of projection matrices but that some additional 
constraints have to be imposed on these eigenvectors which 
depend on the type (I, II, or III) ofUA representations in the 
decomposition. I will show that these three types of con
straints can easily be dealt with. 

Relations for the Clebsch-Gordan coefficients of finite 
magnetic groups have been given by A viran and Litvin, 11 

Rudra 12 and Kotsev. 13 However, none of these authors 
proves that these relations are sufficient, i.e., that each solu
tion indeed provides a set of Clebsch-Gordan coefficients. 
Also, a systematic way of sol ving these relations has not been 
gIVen. 

Different approaches to the problem of calculating 
Clebsch-Gordan coefficients for finite magnetic groups 

have been given by Gard and Backhouse 14 and Sakata. 15 

Gard and Backhouse 14 assume that the Clebsch-Gordan 
coefficients of the nonmagnetic subgroup are known and 
give a method to construct from them the Clebsch-Gordan 
coefficients of the whole group. Sakata 15 obtains a collection 
of matrices which fulfill the requirements to be matrices of 
Clebsch-Gordan coefficients except for being unitary (or 
even nonsingular). The problem then remains to find a uni
tary matrix among this collection of matrices. 

In Sec. 3 we will discuss the relations for the Clebsch
Gordan coefficients of finite magnetic groups of Ref. 11 and 
Ref. 13 and show that these relations are indeed sufficient. 
Moreover, we will show that the solutions of these relations 
automatically satisfy the orthogonality relations, which 
means that each solution gives a matrix of Clebsch-Gordan 
coefficients which is unitary. The main part of this paper will 
be Sec. 4, where we will derive a straightforward method to 
solve the equations of Sec. 3. A summary of this method will 
be given in Sec. 5, especially for those readers who wish to 
'l<;e the method without bothering for the proofs and the 
dt:rivations. In Sec. 6 we will give a derivation ofthe Wigner
Eckart theorem for finite magnetic groups which is different 
from the derivation of Aviran and Zak 3 and which shows 
the close connection between the form of the Wigner-Eckart 
theorem and the lemma of Schur for finite magnetic groups. 

Although one has in general to consider PUA represen
tation of G, we will restrict ourselves ot UA representations 
in this paper. The generalization to PUA representations, 
however, is trivial; all results hold for PUA representations 
as well. 

2. DEFINITIONS AND PRELIMINARIES 

Let G be a finite group and Go a subgroup of G of index 
2. A unitary-antiunitary (UA) representation of G with re
spect to Go is a homomorphic mapping T from G into the 
group of unitary and anti unitary operators on some Hilbert 
space ,W' such that T (g) is unitary if gEGo and T (g) is antiuni
tary if geGo . In the following we shall drop the phrase "with 
respect to Go." Suppose jy is finite dimensional and let 
! ¢1 ,····'¢n l be an orthonormal basis of JY'. For each opera
tor T (g) a unitary n X n matrix D (g) is defined by 
Dij(g) = (¢i,T(g)¢). The matrices D (g) satisfy 

D (g)Dg(g') = D (gg/), Vg,g/EG, (2.1) 

where D g is defined by 

2028 J. Math. Phys. 20(10), October 1979 0022-2488/79/102028-08$01.00 © 1979 American Institute of Physics 2028 



                                                                                                                                    

Dg= {D 
D* 

(2.2) 

A VA representation of G can also be defined to be a map
ping from G into the unitary matrices of some dimension n 
such that Eq. (2.1) holds. The connection with the previous 
definition lies in the choice of the basis [tP 1''' ·.tP n I of JY'. In 
the sequel T and D will always denote an operator and a 
matrix. respectively. 

A V A representation T of G is reducible if these exists a 
proper subspace of JY' which is invariant under T (G); other
wise Tis irreducible. Two VA representations TI and T2 of 
G in the Hilbert spaces HI and H2 respectively are equivalent 
if these exists a unitary mapping U:Hr~Hl such that 

TI(g)U = UT2(g). VgEG. (2.3a) 

or. equivalently. in terms of matrices. two VA representa
tions DI and D2 of G are equivalent if there exists a unitary 
matrix U such that 

(2.3b) 

According to Wigner 16 the irreducible VA representa
tions are divided into three types: the restriction D l Go of an 
irreducible VA representation D of G to Go. which is a uni
tary representation of Go. is irreducible (Type I). is reducible 
into two equivalent irreducible components (Type II). or is 
reducible into two inequivalent irreducible components 
(Type III). 
Let a be a fixed element ofG \ Go. An irreducible VA repre
sentation of G of type II is equivalent with a VA representa
tion which has the form 

D(g) =(AO(g) 0) \.I G D() (0 A (g) vgE 0; a = _ U ~. 
(2.4) 

where A is an irreducible unitary representation of Go and U 
satisfies 

UU* = -A (a 2) (2.5) 

and 

UA *(a - Iga)U - I = A (g) VgEGo. (2.6) 

An irreducible VA representation ofG of type III is equiv
alent with a VA representation which has the form 

D(g) = (AO(g) 0) VgEGo; 
A *(a - Iga) 

D(a) = (~ (2.7) 

where A is an irreducible unitary representation of Go which 
is not equivalent with X defined by X (g) = A *(a - Iga). 
An irreducible VA representation is said to be in standard 
form if it is of type I. if it is of type II and satisfies Eq. (2.4) or 
if it is of type III and satisfies Eq. (2.7). So each irreducible 
UA representation is equivalent with an irreducible VA re
presentation which is in standard form. From now on we will 
only consider one fixed chosen representative which is in 
standard form of each class of equivalent irreducible UA 
represenatations. These representatives will be denoted by 
D a. D p ..... and their dimensions by da.dp ••••. 
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The lemma of Schur may be generalized for irreducible 
VA representations as follows. Let D be an irreducible VA 
representation of G which is in standard form and let U be a 
matrix which satisfies 

D(g)ug = UD(g) VgEG. (2.8) 

Then 

U = AI; AElR if Dis of type I. (2.9a) 

( 
Al 

U-
- -,u*1 

III );A..IlEC if D is of type II. 
A *1 

and 

o );A.EC if D is of type III 
A *1 

(1 always denotes a unit matrix). 

(2.9b) 

(2.9c) 

From this the following orthogonality relations may be 
derived 13.17: If D Y is of type I. 

(2. lOa) 

d 
1;1 ~oD r*(g)pP 71(g)k/ = !op;Pq/oY7I' (2. lOb) 

If D Y is of type II. 

d 
1;1 It.oD Y*(g)~71(gh/ 

= 0Y7I(op;Pq/ + Op,k + (d,/2)Oq,/ + (d,/2)' (p -q). (2.lla) 

d 
1;1 ~oDY*(g)PP7I(g)k/ 

= Oy.,/tykOql - Op,k + (d,/2)Oq,/ + (d,/2»' (p-q). (2.1lb) 

If D Y is of type III 

Idl It.oD Y*(g)pp7l(g)k/ = 0p;Pq/oY7I' (p-q). (2. 12a) 

d 
1;1 ~oDY*(g)pP7I(g)k/=Op;Pq/OY7I' (p-/.-q). (2.12b) 

Here IG 1 is the order ofG;p-q means 1 <p,q<,(d/2) or 
(dyI2) + 1 <p.q<,dy' In Eq.(2.11) and in the remainder of 
this paper indices of the type k + dy l2 should be taken mo
dulody- It should be noted that the orthogonality relations in 
this form do not hold in general if the VA representations are 
not in standard form. 

The direct product D a ® D P of two irreducible V A re
presentations D a and D P of G is defined by 

(DU ®DP)(g)ij,k/ = D u(g)i~P(g)j/' VgEG, (2.13) 

In general D a ® D P is a reducible UA representation of di
mension d~t3; suppose it is equivalent with the direct sum 
~y EB myD y. Then there exists a unitary matrix U with the 
property 

(DU®DP)(g)Ug= UIEBmyDy(g). VgEG. (2.14) 
r 

The elements of the matrix U are the Clebsch-Gordan coef
ficients. We label the row of Uby the pairs (i.i); 
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i = 1,2, ... ,da ;j = 1,2, ... ,dp and the columns of Uby the tri
ples (r,r,k) with my ,*0; r = 1,2, ... ,m and k = 1 2 .. ·d Y "Y' 
The Clebsch-Gordan coefficients may then be denoted by 

e j I ~r). 
Another definition of the Clebsch-Gordan coefficients 

which is easily shown to be completely equivalent with the' 
preceding definition is the following. Let Tbe a homomor
~hic ma~ping from G into the operators on a d~f;J"dimen
slOnal Htlbert space JY'such that T (g) is unitary if gEGo and 
T(g) is antiunitary if gtGo; let {¢ ijP} (i = 1,2, ... ,da ; 
j = 1,2, ... ,dp ) be an orthonormal basis of Jf'which trans
forms under T according to 

T(g)¢'t/= I(Da®D{3)(gh/,;JP~r, VgEG. (2.15) 
kl 

Then there exists in JY' an orthonormal basis {lfir,rJ 
(my,*O; r = 1,2, ... ,mr k = 1,2, ... ,dy) such that 

T(g)tfiV = IP Y(g)/ktfiV, VgEG. 
I 

The Clebsch-Gordan coefficients are then defined by 

.I.Y.T = ~(a {3 I r, r)A. '!.{3 'f'k ~.. k 'f'1j' 
iJ I ] 

Since both bases are orthonormal it follows 

¢ t = }2 e ~ I r~ r)" tfiV 
y,r,k ] 

Now we define for each r with my > 0 and for 
p,q = 1,2, ... d Y the operators P;q and Q ;q by 

d 
pY = _Y ~ DY(g)" T(g) 

pq IG 1 ~o pq 

and 

(2.16) 

(2.17) 

(2.18) 

(2.19) 

(2.20) 

If D Y is of type II or type III, P;q is equal to zero if p -I-- q and 

Q;q is equal to zero if p-q. 
From the definitions the following expressions are de-

rived immediately: 

T(g)P;q = }2D Vg)Pkq' VgEGo, (2.21a) 
k 

T(g)P;q = }2D tp(g)Q kq, VgEG\Go, (2.21b) 
k 

T(g)Q;q = IDtp(g)Qtq, VgEGo, (2.21c) 
k 

T(g)Q~= IDtp(g)Pkq' VgEG \ Go· (2.21d) 
k 

Using the orthogonality relations one can derive in a 
straightforward way the following expressions. If D Y is of 
type I, 

2030 

P ;qP is = l8 Y718 qr P ;s' 

Q ;qQ is = !8 Y71t5 qr P ;s' 

P ;qQ is = !t5 Y71t5 qrQ ;" 
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(2.22a) 

(2.22b) 

(2.22c) 

Q ;~is = lt5y.pqrQ;s, (2.22d) 

if D Y is of type II, 

P;qP is = 8Yit5q~;s + Oq,r + (dpf; + (d,.l2),s)' (p -q), 
(2.23a) 

Q ;qQ i., = t5YlI(t5q~;s - t5q.r + (d,.l2f; + (d,.l2),s)' (p-l--q), 
(2.23b) 

P ;qQ is = t5Y7/(t5qrQ;s + t5q,r + (d,.l2)Q; + (d,.l2).S)' (p-q), 
(2.23c) 

Q;qP i., = t5y71(t5qrQ;s - t5q,r + (d,.l2)Q; + (d,.l2),s)' (p -I--q), 
(2.23d) 

and finally if D Y is of type III 

P;~i., = t5Y71t5q~;S' (p-q), 

Q;qQi., = 8YlIt5q~;S' (p-l--q), 

P;qQi., = t5 y7It5qrQ;s, (p-q), 

(2.24a) 

(2. 24b) 

(2.24c) 

Q;~i., = 8ylIt5qrQ;s' (p-l--q). (2.24d) 

From the orthogonality relations and Eq. (2.16) it follows 
that the operators P ~ and Q ~s act as follows on the basis 
elements tfiV. If D Y is of type I 

P ;qtfiZ·T = !t5y71t5qktfiV, 

Q ;qtfiz,r = lDY7/Dqktfi;,1", 

if Dy is of type II 

(2.25a) 

(2.25b) 

P ;qtfiZ,T = t5 ylI(t5qktfi;,r + t5q,k + (d,.l2)tfi;'~ (d,.l2)' (p-q), 
(2.26a) 

Q Y .1.11,1" _ 15 (15 .1.Y,r 15 ,1.y,T) pq'f'k - Y71 qk'f'p - q,k + (d,.l2)'f'p + (d,.l2) , (p-l--q), 

and if D Y is of type III 

P Y .1.11,1' _ £ £ .1.Y,1" pq'f'k - UY7/uqk'f'p , 

Q ;iPZ,r = t5 ylIt5qktfi;·r, 

(p-q), 

(p-l--q). 

3. EQUATIONS FOR THE CLEBSCH-GORDAN 
COEFFICIENTS 

(2. 26b) 

(2.27a) 

(2.27b) 

Let us consider the matrix elements of P ~ and Q ;q with 
respect to the basis {¢ ijP}. From Eq. (2.15) it follows 

d 
(¢':!",P~ij~ = 1;1 ~oD~(g)D':nI(g)D~ig) (3.1a) 

and 

d 
(¢':!",Q~ij~ = 1;1 ID;:(g)D':n,(g)D~J(g). (3.1b) 

gEGo 

On the other hand, it follows from Eq. (2.18) that 

(¢ c;!n,p;J ijb) = 71~k 71'~k {: ~ I z r) (3.2a) 

(
a {3 I 71' r')*(.I,71'T pY .1,71','1") 

X i j k' 'f'k • pq'f'k' 

and 
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x e j I z: 1"') (r/lZ,T,Q ;qr/lZ':T) (3.2b) 

Using Eq. (2.25), (2.26), and (2.27) this becomes, if Dr is of 
type I, 

(if> a:",P;/I> t) 

=~ ~(: ~ r 1")" 
q 

(3.3a) 

and 

(if> a:", Q ;/1> ijf3) 

= ~ ~(: ~ ; 1")e j 
if Dr is of type II, 

(¢; a:",P;/I> t) 
= I(a f3 I 

T m n 
r 1")e j I : 1")" p 

f3 r r) 
d 

p+ -2: 
2 

n 

" r r) 
d 

(p-q), (3.4a) 
q+ -2: 

2 
and 

(¢; a:", Q ;/1> ijf3) 

= I(a f3 I 
T m n 

_ I(a f3 

T m n 

xC: (3.4b) 

and if D Y is of type III, 

(¢; a:",P;/I> ijf3) = I( a f3 r 1")(~ f3 r 1")" 
T m n P j q 

(p-q), 
(3.Sa) 

and 

(¢; a:",Q;/I> ijf3) = ~(: ~ I ; 1")( ~ j I : 1") 
(p+q) (3.Sb) 

Let A (r,p,q) and B (r,p,q) be the matrices of P ~ and Q ~ 
respectively with respect to the basis {¢; ijPJ 

A (r,p,q)mn.ij = (¢; ~,P;/I> ijf3), 
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(3.6a) 

(3.6b) 

Let c(r,1",k) be column matrix of dimension dadp given by 

c(r,1",k)ij= (~ j I r 1"). (3.7) 

Then Eqs. (3.3), (3.4), and (3.5) can be written as Eqs. (3.8), 
(3.9), and (3.10), respectively: 

A (r,p,q) = ~ Ic(r,1",p)c*(r,1",q), (3.8a) 
T 

B (r,p,q) = ± Ic(r,1",p)C(r,1",q), (3.8b) 
T 

A (r,p,q) = Ic(r,1",p)C*(r,1",q) 
T 

+ Ic(r,1",p + dr)c*(r,1",q + d2r), 
T 2 

(p-q), (3.9a) 

B (r,p,q) = Ic(r,1",p)c(r,1",q) 

- ~c(r'1"'p + ; )c(r,1",q + ;). 
(p+q), (3.9b) 

A (r,p,q) = Ic(r,1",p)c*(r,1",q), (p-q), (3. lOa) 

B(r,p,q) = I c(r,1",p)C(r,1",q), (p+q), (3. lOb) 

Here c denotes the row matrix which is the transpose of c. 
Now we will show that a solution of these equations is 

indeed a unitary matrix of Clebsch-Gordan coefficients. 
The orthogonality relations of the Clebsch-Gordan coeffi
cients take the form 

I c(r,1",k)C*(r,1",k) = 1. 
y,T,k 

(3.11) 

But from Eqs. (3.8a), (3.9a) and (3. lOa) it follows that l:r,T,k 
c(r,1",k ) c*(r, 1",k ) is the same for each solution, and therefore 
this sum must be equal to the unit matrix, since we know that 
a unitary matrix of Clebsch-Gordan coefficients exists. So 
each solution indeed gives a unitary matrix. To show that 
this unitary matrix is a matrix of Clebsch-Gordan coeffi
cients we have to prove Eq. (2.16) ifEq. (2.15) holds and if 
the basis { r/lr"T} is defined by Eq. (2.17) where the coefficients 
are some solution ofEq. (3.8) (fortheD r oftype I), (3.9) (for 
the D r of type II), and (3.10) (for the D r of type III). 

From Eqs. (2.17) and (2.15) it follows that 

P ;qr/lr = I (~ ~ I kll 1"\ ~ (r,p,q)mn.ij ¢; ijP. 
ij,m.n I J r 

(3.12) 

If we substitute for A (r,p,q)mn,ij the right-hand side of Eq. 
(3.3a), (3.4a), or (3.5a), take into account the orthogonality 
relations for the coefficients and use Eq. (2.17) again, then 
we obtain Eqs. (2.25a), (2.26a), and (2.27a), respectively. 
Equations (2.25b), (2.26b) and (2.27b) are derived similarly. 
From Eqs. (2.25a), (2.26a), and (2.27a) it follows that 

P ;qr/l;'T = ar/l;,T, (3.13) 

where a = 1 if Dr is of type I and a = 1 if Dr is of type II or 
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oftype III. Ifwe apply T (g) on both sides of this equation for 
gEGo , it follows from Eq. (2.21a) that 

LD kp(g)Pkqt/!;· .. = aT(g)t/!;-'", 
k 

(3.14) 

and using Eq. (3.13) we obtain Eq. (2.16) for gEGo ' From 
Eqs. (2.25b), (2.26b), and (2.27b) it follows that 

Q ;qt/!~.'/" = at/!;''/". (3.15) 

Applying T (g) on both sides of this Eq. for gEG '\ Go we again 
obtain Eq. (3.14), and thus Eq. (2.16), by using Eq. (2.21d). 

4. SOLUTION OF THE EQUATIONS 

In this section we will give a method for solving Eqs. 
(3.8), (3.9), and (3.10). Let us start with Eq. (3.8). Since here 
D y is of type I it follows from the Eqs. (2.22) and (3.6) that 

A (y,p,q)A (y,r,s) = !8qr A (y,p,s), (4.1a) 

B (y,p,q)B *(y,r,s) = !8qr A (y,p,s), (4.1b) 

A (y,p,q)B(y,r,s) = !8qr B(y,p,s), (4.1c) 

B (y,p,q)A *(y,r,s) = !8qr B (y,p,s). (4.1d) 

Moreover, since P;: = P ~p and Q;;; = Qqp it follows from 
Eq. (3.6) that 

A*(y,p,q) =A (y,q,p), 

B(y,p,q) = B (y,q,p). 

(4.2a) 

(4.2b) 

Since we know that the solutions ofEq. (3.8) obey the ortho
gonality relations, it follows that these solutions also satisfy 

A (y,p,q)c(y,r,k) = !8q~(y,r,p), 

B (y,p,q)c*(y,r,k) = 18q~(y,r,p), 
and, withp = q = k, 

A (y,k,k )c(y,r,k) = !c(y,r,k), 

B (y,k,k )c*(y,r,k) = !c(y,r,k). 

(4.3a) 

(4.3b) 

(4.4a) 

(4.4b) 

Suppose we have found my orthonormal solutions c(y,r,k) 
(r = 1,2,. .. m y) ofEq. (4.4) for some fixed value of k, then it 
follows from Eq. (4.3a) that forp=/=k the vectors c(y,r,p) are 
given by 

c(y,r,p) = 2A (y,p,k )c(y,r,k) (4.5) 

We will show that Eq. (3.8) is then satisfied. Since 2P kk 
is a projection operator which projects on a subspace of di
mensionm y [seeEq. (2.25a)] the matrix A (y,k,k ) has exactly 
my independent eigenvectors with eigenvalue 1 and the oth
er independent eigenvectors have all eigenvalue O. Since we 
supposed we found my orthogonal eigenvectors c(y,r,k) 
(r = 1,2, ... ,my) with eigenvalue!, this set may be extended 
with eigenvectors with eigenvalue 0 to an orthonormal basis 
of eigenvectors of A (y,k,k). The relation 

A (y,k,k) = ! Lc(y,r,k )c*(y,r,k) (4.6a) 
T 

is now proved by verifying that both sides give the same 
result if they are applied to this orthonormal set of eigenvec
tors. In the same way the relation 

B (y,k,k) = ~ LC(y,T,k )c(y,r,k) (4.6b) 
T 
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is proved, using the complex conjugates of the orthonormal 
set of eigenvectors. Equation (3.8) may now be derived im
mediately from Eqs. (4.5), (4.6), (4.1), and (4.2). 

So the problem of solving Eq. (3.8) is reduced to the 
problem of finding my orthonormal vectors c(y,T,k) 
(r = 1,2,. .. m y) which satisfy Eq. (4.4). 

Let t/! be a nonzero column of A (y,k,k), say the mnth 
column: 

t/!ij = A (y,k,k )ij,mn' (4.7) 

Note that ¢*t/! = !A (y,k,k )mn,mn' which means that a col
umn of A (y,k,k ) is nonzero if and only if the diagonal term of 
this column in nonzero. Let rP be the mnth column of 
B(y,k,k): 

rPij = B (y,k,k )ij,mn' (4.8) 

It follows immediately from Eq. (4.1) that 

A (y,k,k)t/! = It/!, (4.9a) 

A~~~=~ ~~ 

B (y,k,k )t/!* = !rP, (4.9c) 

B (y,k,k )rP * = It/!. (4. 9d) 

If A (y,k,k )mn.mn isnotequal to - B (y,k,k )",II,mn then t/! + rP 
is nonzero and satisfies Eq. (4.4). So after normalizing this 
vector we may define it to be c(y, 1 ,k ): 

c(y,l,k) = (t/! + rP )[A (y,k,k )mn,mn + !B *(y,k,k )mn,mn 

+ !B (y,k,k )mn,mn J - \12. (4.10) 

If it happens that A (y,k,k )mll,mll = - B (y,k,k )mn,mll then 
the vector i(t/! - rP) is nonzero and satisfies Eq. (4.4); so we 
may then take c(y, 1 ,k ) equal to this vector after normalizing 
it: 

c(y 1 k) = i(t/! - rP) 
, , [2A (y,k,k )mn.mn J 112 

If m y ;>2 we define A '(y,k,k) and B '(y,k,k) by 

A '(y,k,k) =A (y,k,k) - 1C(y,l,k)c*(y,l,k) 

B '(y,k,k) = B (y,k,k) - !c(y, l,k )c(y, l,k) 

(4.11) 

(4. 12a) 

(4. 12b) 

It is easy to check that the Eqs. (4.1) and (4.2) (withp,q,r, 
ands all equal to k) hold as well for A '(y,k,k) andB '(y,k,k). 
Therefore, we obtain in the same way as above a normalized 
vector c(y,2,k ) which satisfies 

A '(y,k,k )c(y,2,k) = !c(y,2,k), 

B '(y,k,k )c*(y,2,k) = !c(y,2,k). 

Now since 

A (y,k,k)A '(y,k,k) = !A '(y,k,k) 

and 

B (y,k,k)B '*(y,k,k) = !A '(y,k,k), 

we obtain from Eq. (4.13a) 

A (y,k,k )c(y,2,k ) = !c(y,2,k ), 

and from Eq. (4.13b) 

B (y,k,k )c*(y,2,k) = 1c(y,2,k). 

(4. 13 a) 

(4. 13b) 

(4.14) 

(4.15) 

(4. 16a) 

(4. 16b) 

Ifwe apply both sides ofEq. (4. 12a) to the vector c(y,2,k) we 
findC*(y, l,k )c(y,2,k ) = 0; soc(y, l,k) andc(y,2,k ) areorth-
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ogonal. Thus, we have shown that the vector c(y,2,k ) satis
fies all requirements. It is obvious that if my;;>3 we may pro
ceed in this way until my orthonormal vectors satisfying Eq. 
(4.4) are obtained. 

Let us now consider Eq. (3.9). Note that we only have to 
consider Eq. (3.9a) for p,q<dy/2 and Eq. (3.9b) for p<dy /2 
and q> dyl2. Let us define the vectors d (y,'I,p) for 
'I = 1,2, ... ,2my andp = 1,2, ... ,dyl2 by 

d(y,T,p)=C(y,'I,p) 1<'I<my , (4. 17a) 

d(y,'I,p)=c(y,'I-myop + ;) my<'I<2my. 

(4. 17b) 

This definition only implies a different labeling of the vectors 
C(y,T,p). Equation (3.9a), for p,q<dy/2 now becomes 

2m" _ 

A (y,p,q) = L d (y,T,p)d *(y,T,q), (4. 18a) 
7"=1 

and Eq. (3.9b), for p<dy12 and q > dyl2 becomes 

~. ~( d y ) 
B (y,p,q) = T~1 d (y,T,p)d y,T + myoq - 2" 

~ -( d y ) - L d(y,T + myop)d y,T,q - - , 
7"=1 2 

which may be written as 
2m,. _ 

C(y,p,q)= L €('I)d(y,'I,p)d(y,T+myoq), (4.18b) 
T=I 

wherep,q<dyI2, C(y,p,q) is defined by 

C(Y,P,q)=B(Y,P,q+ ;), (4.19) 

€('I) is defined by 

€(T) = {
I if 1 <T<myo 

- 1 if my < '1< 2m yo 
(4.20) 

and 'I + my should be read as 'I + my (mod 2my). So Eq. 
(3.9) has been rewritten as Eq. (4.18), with the definitions of 
Eqs. (4.17), (4.19), and (4.20), and the parametersp,q now 
run from I-dy I2. 

From Eqs. (2.23), (3.6), and (4.19) and the fact that 

Q y _ QY 
pq - - p + (d,/2),q + (d,/2) 

and 

py -Py 
pq - p + {d,/2),q + (d,/2) 

if D y is of type II, it follows that for p,q,r,s<dyI2 

A (y,p,q)A (y,r,s) = OqrA (y,p,s), 

C(y,p,q)C*(y,r,s) = - oqrA (y,p,s), 

A (y,p,q)C (y,r,s) = OqrC (y,p,s), 

C (y,p,q)A *(y,r,s) = OqrC (y,p,s). 

(4.21a) 

(4.21b) 

(4.21c) 

(4.21d) 

Moreover, since Ppq11" = P y and Q 11" = Q y it follows from qp pq qp 

Eqs. (3.6) and (4.19) that 

A *(y,p,q) = A (y,q,p), 

C(y,p,q) = - C(y,q,p). 

(4.22a) 

(4.22b) 

Since we know that the solutions of Eq. (4.18) satisfy the 
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orthogonality relations, it follows that these solutions also 
satisfy 

A (y,p,q)d (y,'I,k) = Oqkd (y,'I,p), (4.23a) 

C (y,p,q)d *(y,T,k) = Oqk€('1 + my)d (y,T + myop), 
(4.23b) 

and, with p = q = k, 

A (y,k,k)d (y,'I,k) = d (y,'I,k), (4. 24a) 

C (y,k,k )d *(y, T,k ) = €( 'I + my)d (y, 'I + my ,k ). 
(4. 24b) 

Suppose we found 2my orthonormal solutions d (y,'I,k) 
('I = 1,2, ... 2my) ofEq. (4.24) for some fixed value of k; it 
then follows from Eq. (4.23a) that for p=l=k the vectors 
d (y,T,p) are given by 

d(y,T,p) =A (y,p,k)d(y,'I,k). (4.25) 

These vectors satisfy Eq. (4.18) as may be verified immedi
ately, noting that P kk is a projection operator which projects 
on a subspace of dimension 2my [see Eq. (2.26a)] and rea
soning along the same lines as above, where we derived Eq. 
(3.8) from Eqs. (4.4) and (4.5). 

So the problem of solving Eq. (4.18) is reduced to the 
problem of finding 2my orthonormal vectors d (y,'I,k) 
('I = 1,2, ... ,2my) which satisfy Eq. (4.24). This can be done 
as follows. Let ,p be a nonzero column of A (y,k,k), say the 
mnth column: 

,pij =A (y,k,k)ij,mn' (4.26) 

and let (J be the mnth column of C (y,k,k ): 

(Jij = C(y,k,k)ij,mn' (4.27) 

Then the following properties may be derived immediately 
from Eqs. (4.21) and (4.22): 

A (y,k,k ),p = ,p, 

A (y,k,k )¢J = (J, 

C (y,k,k ),p* = (J, 

C (y,k,k )¢J * = -,p, 

¢;*,p = f *(J = A (y,k,k )mn,mn' 

¢;*(J = O. 

(4.28a) 

(4.28b) 

(4.28c) 

(4.28d) 

(4.28e) 

(4.28f) 

Therefore, we may define 

,p 
d (y, 1,k) = ----'----

{A (y,k,k )mn,mn J 112 
(4.29a) 

and 

-(J 
d (y,m y + l,k) = ---~--

{A (y,k,k ) mn,mn J 112' 
(4. 29b) 

these vectors are orthonormal and satisfy Eq. (4.24). If 
m y ;;>2 we define A '(y,k,k) and C '(y,k,k) by 

A '(y,k,k) = A (y,k,k) - d (y, l,k)J *(y, l,k) 

- d (y,m y + l,k)J *(y,my + l,k), 
(4.30a) 

C '(y,k,k) = C (y,k,k) - d (y, l,k)J (y,m y + l,k) 

+d(y,my + l,k)d(y,l,k). (4.30b) 

It is easy to check that Eqs. (4,21) and (4.22) (withp,q,r and s 
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allequaltok ) hold as well forA '(y,k,k )andC '(y,k,k). There
fore, we obtain in the same way as above two orthonormal 
vectors d (y,2,k) and d (y,m y + 2,k) which satisfy 

A '(y,k,k)d (y,2,k) = d (y,2,k), (4.3la) 

A '(y,k,k)d (y,m y + 2,k) = d (y,m y + 2,k), (4.31b) 

C'(y,k,k)d *(y,2,k) = - d(y,m y + 2,k), (4.3 Ie) 

C'(y,k,k)d*(y,m y + 2,k) = d(y,2,k). (4.31d) 

Now since 

A (y,k,k)A '(y,k,k) = A '(y,k,k) (4.32a) 

and 

C(y,k,k)C'*(y,k,k) = -A '(y,k,k), (4. 32b) 

we obtain from Eq. (4.31) 

A (y,k,k)d (y,2,k) = d (y,2,k), (4.33a) 

A (y,k,k)d (y,m y + 2,k) = d (y,my + 2,k), (4.33b) 

C (y,k,k)d *(y,my + 2,k) = d (y,2,k), (4.33c) 

C (y,k,k)d *(y,2,k) = d (y,m y + 2,k). (4.33d) 

Since A '(y,k,k)f! (y,2,k) = A (y,k,k) d (y,2,~) Eq. (4.30a) 
gives {d (y, l,k)d *(y, 1,k) - d (y,m y + 1,k)d * (y,my + 1,k) I 
d (y,2,k ) = O. By multiplying on the left with J *(y, 1,k ) we 
find, since J *(y, 1,k ) d (y, 1,k ) = 1 and J *(y, 1,k ) 
d(y,my + l,k) = 0, thatJ*(y,l,k)d(y,2,k) = O;sod(y,l,k) 
and d (y,2,k ) are orthogonal. In the same way we may show 
thatd (y,1,k ),d (y,2,k ),d (y,m y + 1,k )andd (y,my + 2,k) 
are orthonormal vectors. Thus, we indeed obtained correct 
solutions d (y,2,k ) and d (y,my + 2,k). It is obvious that if 
my>3 we may proceed in this way until2my orthonormal 
vectors satisfying Eq. (4.24) are obtained. The solutions 
c(y,r,p) ofEq. (3.9) are then given by Eqs. (4.25) and (4.17). 

Let us finally consider Eq. (3.10). Since here D y is of 
type III, it follows from Eqs. (2.24) and (3.6) that 

A (y,p,q)A (y,r,s) = OqrA (y,p,s) (p-q), 

B (y,p,q)B *(y,r,s) = OqrA (y,p,s) (pf..,q), 

A (y,p,q)B (y,r,s) = OqrB (y,p,s) (p-q), 

B (y,p,q)A *(y,r,s) = OqrB (y,p,s) (p f..,q). 

(4. 34a) 

(4. 34b) 

(4. 34c) 

(4. 34d) 

Moreover, since P;; = P ~ and Q;; = Q ~ it follows from 
Eq. (3.6) that 

A * (y,p,q) = A (y,q,p), 

if (y,p,q) = B (y,q,p). 

(4.35a) 

(4.35b) 

Since we know that the solutions of Eq. (3.10) satisfy the 
orthogonality relations, it follows that these solutions also 
satisfy 

A (y,p,q)c(y,r,k) = Oqkc(y,r,p) (p-q), 

B (y,p,q)c*(y,r,k) = Oqkc(y,r,p) (pf..,q), 

and, withp = q = k 

A (y,k,k )c(y,r,k) = c(y,r,k). 

(4. 36a) 

(4.36b) 

(4.37) 

Suppose we have found my orthonormal solutions c(y,r,k) 
(r = 1,2, .. ,my) ofEq. (4.37) for some fixed value of k; it then 
follows from Eq. (4.36) that for p¥=k the vectors c(y,r,p) are 
given by 
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c(y,r,p) = A (y,p,k )c(y,r,k) (4.38a) 

ifp-k, and by 

c(y,r,p) = B (y,p,k )c*(y,r,k) (4.38b) 

if p f.., k. As in the preceding cases we can show that Eq. (3.10) 
is then satisfied. So the problem of solving Eq. (3.10) is re
duced to the problem of finding my orthonormal vectors 
c(y,r,k) (r = 1,2, ... ,my) which satisfy Eq. (4.37). 

But this problem is exactly the same as the correspond
ing problem for unitary representations of nonmagnetic 
groups, 5 the solution being as follows: let ¢ be a nonzero 
column of A (y,k,k ), say the mnth column. Then 

c(y,l,k) = ¢ (4.39) 
{A (y,k,k )mn.mn } 112 

Define (if my >2) 

A '(y,k,k) = A (y,k,k) - c(y,l,k )c*(y,l,k), (4.40) 

and takec(y,2,k ) equal to a normalized column of A '(y,k,k). 
In this way one may proceed until my orthonormal solutions 
c(y,r,k) (r = 1,2, ... ,my) ofEq. (4.37) are obtained. 

5. SUMMARY OF THE METHOD 

The decomposition of the Kronecker product and the 
notation of the Clebsch-Gordan coefficients is given in Eq. 
(2.14) and the lines below. For each D y appearing in the 
decomposition the Clebsch-Gordan coefficients are calcu
lated separately, the method depending on the type of D y. 

Suppose D y is of type I. We may choose k = 1 and 
calculate the matrices A (y,p,k) and B (y,p,k) for 1 <p<dy 
from Eqs. (3.1) and (3.6). The Clebsch-Gordan coefficients 
are written as column matrices with Eq. (3.7). We choose a 
diagonal element A (y,k,k )mn.mn which is not equal to zero. If 
A (y,k,k )mn.mn is not equal - B (y,k,k )mn then c(y, l,k) is 
given by Eqs. (4.10), (4.7), and (4.8), and otherwise by Eqs. 
(4.11), (4.7), and(4.8). Ifmy>2 then A '(y,k,k )andB '(y,k,k) 
are obtained with Eq. (4.12) and from these matrices c(y,2,k ) 
is obtained in the same way as c(y, l,k ) was obtained from 
A (y,k,k ) and B (y,k,k). This procedure is continued until 
c(y,r,k) is known for 1 < r<my' The remaining Clebsch
Gordan coefficients are given by Eq. (4.5). 

Suppose D y is of type II. We may choose k = 1 and 
calculate the matrices A (y,p,k ) and C (y,p,k) for 1 <p<dy /2 
from Eqs. (3.1), (3.6), and (4.19). The Clebsch-Gordan coef
ficients are written as column matrices with Eqs. (3.7) and 
(4.17). We choose a diagonal element A (y,k,k )mn.mn which is 
not equal to zero. Thend (y, 1,k) is given by Eqs. (4.29a) and 
(4.26); d (y,m y + 1,k) is given by Eqs. (4.29b) and (4.27). If 
my>2, then A '(y,k,k) and C '(y,k,k) are obtained with Eq. 
(4.30), and from these matrices we obtain d (y,2,k) and 
d (y,m y + 2,k) in the same way as we obtained d (y, l,k) and 
d (y,m y + l,k )fromA (y,k,k )andC (y,k,k). This procedure 
is continued until d (y,r,k) is known for 1 < r<2my. The re
maining Clebsch-Gordan coefficients are given by Eq. 
(4.25). 

Suppose D y is of type III. We may choose k = 1 and 
calculate the matrices A (y,p,k) and B (y,p,k) for 1 <p<dy 
from Eqs. (3.1) and (3.6). The Clebsch-Gordan coefficients 
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are written as column matrices with Eq. (3.7). We choose a 
diagonal element A (y,k,k )mn,mn which is not equal to zero. 
Thenc<y,l,k ) is given byEqs. (4.39) and (4,26). Ifmy>2 then 
A '(y,k,k) is obtained with Eq. (4.40) and we obtain c(y,2,k) 
fromA '(y,k,k )in the same way as we obtained c(y, l,k ) from 
A (y,k,k ). This procedure is continued untilc(y, r,k ) is known 
for l,;;;r,;;;m y • The remaining Clebsch-Gordan coefficients 
are given byEq. (4.38a) for 2,;;;p,;;;d/2 and byEq. (4. 39b) for 
d/2<p,;;;dy' 

6. THE WIGNER ECKART THEOREM FOR FINITE 
MAGNETIC GROUPS 

The Wigner-Eckart theorem has been generalized for 
UA representations of finite magnetic groups by Aviran and 
Zak. 3 Here we will give a derivation of the Wigner-Eckart 
theorem which brings to light the close connection with the 
lemma of Schur. 

Let Tbe a UA representation in a Hilbert space Hand 
let l<Pfl (i = 1, ... ,dp ) and 11,6 II (j = 1, ... ,dy) be orthonor
mal sets of elements of H which transform under T accord
ing to the irreducible UA representations DP and D y of G: 

(5.1) 
j 

and similarly for 11,6 Jl. Let 0 a be a irreducible tensor opera
tor transforming under Taccording to the irreducible UA 
representation D a of G: 

T(g)O'kT(g) - 1 = LDfk(g)Of, 't/gEG. (5.2) 
I 

We assume that the sets 11,6 f j, 11,611 and 10 'k 1 have been 
chosen in such a way that D a, DP and D Yare the fixed 
representatives of their equivalence classes (which is always 
possible). The elements 0 f<P 1 transform according to 
Da ®DP: 

T(g)Of<P1 = L(D a ®DPhl,P'k<Pf 't/gEG, (5.3) 
kl 

If D a ® D P is equivalent with the direct sum 1: ffi m.,D " then 
the elements ¢;.T(m,,:;i:O; r = 1,2,. .. m",p = l,. .. d,,), defined 
by 

¢;-r = L(~ ~ I 1] r)o f<P 1, 
ij I ] P 

(5.4) 

where the (f lip" ) are the Clebsch-Gordan coefficients, 
transform according to 

(5.5) 
q 

We are interested in the matrix elements (1,6 "(,of<P j). We 
have 

(1,6 t,of<P j) = Ie 
"I.T,P 

{J 

j I ; 
Define the matrix Uby Ukp = (1,6 "(,¢;-r). One verifies imme
diately that 

(5.7) 

Therefore, if y=l=1], U is equal to the zero matrix 17; if Y = 1], 

then from the generalized lemma of Schur it follows that U 

2035 J. Math. Phys., Vol. 20, No.1 0, October 1979 

has the form ofEq. (2.9). From Eq. (5.6) it follows that the 
Wigner-Eckart theorem now reads as follows: If D y is of 
type I, then 

(1,6 "(,of<P j) = ~(~ j I ; r)" Ay(r), (5.8) 

where Ay(r) are real numbers which do not depend on i,j 
and k; if D y is of type II, then 

(1,6 "(,0 f<P j) = L(~ (J y 
r)" 

T I j k 
Ay(r) 

" (J 

~: 
y 

;) pk), + 
j k+ 

(5.9a) 

if k,;;;dy/2, and 

(1,6 "(,of<P j) = L(~ {J y 
r)"A ;(r) 

T I j k 

" (J 

~: 
y 

;) p;'<r), (5.9b) 
j k-

if d/2 < k,;;;dy> where Ay(r) andfly(r) are complex numbers 
which do not depend on i,j and k; if D y is of type III, then 

(1,6 "(,of<P j) = ~(~ j ; r)" Air), (5. lOa) 

if k,;;;dy/2, and 

(J 

j 
Y 
k 

r)" A ;(r), (5. lOb) 

if d/2 <k,;;;dy> where Ay(r) are complex numbers which do 
not depend on i,j and k. Since the generalized lemma of 
Schur does not hold in general if the irreducible UA repre
sentations are not in standard form, the Wigner-Eckart 
theorem as formulated above will also not be valid in general 
for irreducible UA representations which are not in standard 
form. 
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A new method is presented for calculating the Stokes multipliers for a class oflinear second-order 
ordinary differential equations. The Stokes multipliers allow the asymptotic solutions of these 
equations to be continued across the Stokes lines on which they are dominant. The differential 
equations, of the class considered here, have an irregular singular point at infinity and a singular 
point at the origin, which may be either regular or irregular. The Stokes multipliers, as functions 
of the coefficients in the differential equation, are obtained in the form of convergent infinite 
series, whose terms must be obtained from the solution of recursion relations, which are derived. 
In the case of Whittaker's equation (when the origin is a regular singular point), the known results 
are obtained analytically. When the origin is an irregular singular point, numerical evaluation of 
the series is necessary, but the method seems to be quite efficient for use with digital computers. 
In the special case of an equation, with two irregular singular points, which can be transformed to 
Mathieu's equation, the numerical results for the Stokes multiplier show good agreement with 
available known results for the characteristic exponents of Mathieu's equation. 

I. INTRODUCTION 

The second-order ordinary differential equations con
sidered here have the form 

d 2¢ 
dt 2 + Q(t)¢ = 0, 

where 

Q(t)= -!+ ! Qnt- n 
n=l 

which converges for It I > R for some R > O. These equations 
have an irregular singular point at infinity; the asymptotic 
forms of the solutions are 

¢-e± sf2 

which have an essential singularity at infinity. The equations 
may have singular points in the finite t plane also, depending 
on the behavior of Q (t) for finite values of t. For example, if 
the series for Q (t) + ! terminates with M terms, the origin is 
a regular singular point when M is 1 or 2, and is an irregular 
singularpointwhenM> 2. If the series for Q (t) + !doesnot 
terminate, it may include the series expansions of a finite 
number of terms like (t - tj ) - m}, which corresponds to a 
singular point at t = tj • However, we shall not explicitly 
consider finite singular points other than the origin t = O. 

In this paper, a new method for determining the Stokes 
multipliers, is presented. We first demonstrate, in Sec. II, the 
relation between the Stokes multipliers and the reflection 
and transmission coefficients for wave problems which arise 
in physical applications. The terminology used in the paper 
is explained in this section also, and a brief introduction to 
the concept of Stokes multipliers is included. In Sec. III, a 
pair of coupled integral equations is derived, which is the 
starting point of the method used here. An asymptotic solu
tion of these equations is obtained in Sec. IV, including a 
convergent series expression for the Stokes multiplier, in 
terms of the solution of certain recursion relations. In Sec. V, 
we show that the Stokes multipliers for Bessel's equation and 

for Whittaker's equation are obtained analytically and quite 
simply by the present method. In Sec. VI, the results of nu
merical solutions of the recursion relations are compared 
with the known results for Whittaker's equation (the stan
dard equation with two singular points, one regular and one 
irregular) and for Mathieu's equation (which can be trans
formed to an equation with two irregular singular points). 

II. WAVE REFLECTION AND TRANSMISSION 

Second-order ordinary differential equations of the 
form 

(1) 

for - 00 < x < 00, occur frequently in physics. In many 
problems, this is a time-independent version of a wave equa
tion, and the function q also depends on a parameter UJ, the 
wave frequency. In some problems, a wave of unit amplitUde 
is assumed to be incident from - 00, and the amplitudes of 
the reflected and transmitted waves are desired, as functions 
of UJ. In other problems, those values of UJ are sought for 
which a solution exists with no incident wave: These are 
normal modes of the system. 

The asymptotic boundary conditions in these problems 
can be stated in terms of the Liouville-Green (WKBJ) ap
proximation. I Assuming that 

q = ij + q, 
where 

I ~I-+o, 

(2) 

- -3/4 d 2 - -1/4 0 q -q -+ 
dx 2 

for Ix I -+ 00, then the following is an asymptotic form of the 
solution 

¢-<_ijYIl4{cexp [J dX<_ij)II2] 

+ c- exp [ - J dx( - ij)1I2]} (3) 
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(where the values of C + and C - are different, in general, for 
x --+ + 00 and x --+ - (0). If C -( - (0) is the amplitude of 
the incident wave, then C +( - (0) is the amplitUde of the 
reflected wave, C-( + (0) is the amplitude of the transmitted 
wave, and C +( + (0) is assumed to be zero. For normal 
modes, the values of ware sought for which C +( - (0) and 
C-( + (0) are finite when C-( - (0) = 0. 

In this paper, we address the problem of determining 
the relation which connects the asymptotic solutions for 
x --+ - 00 and x --+ + 00. The connection formulas, which 
give C -( - (0) and C +( - (0) in terms of C -( + (0), are relat
ed to the Stokes multipliers, which we shall define shortly. 

A. Singular points of the wave equation 

We shall consider the solution ofEq. (1) to be a function 
of a complex variable Z, and that the function q(Z) has the 
asymptotic form 

(4) 

with N> 0. Then the solution, according to Eq. (3), behaves 
as 

which has an essential singularity at Z = 00. Equation (1) is 
said to have an irregular singular point at Z = 00, in this 
case. We shall assume here that N is an integer greater than 
one. The rank of the irregular singular point is the least inte
ger k for which N /2<k; we assume that k is finite. 

The solution behaves differently as Z --+ 00 along dif
ferent Stokes lines, which will be defined by 

1m [( - qN _ 2) I12Z N 12] = O. (5) 

As Z --+ 00 along one of these N rays, a solution t/> which 
increases exponentially is called dominant, while one which 
decreases exponentially is called recessive. 

The following change of variables is found to be conve
nient. Let 

t/> (Z) = Z 112 - N 14t/Jrt), t = (4/N)( - qN _ 2) 1I2Z N /2. 

(6) 

Then the equation for ¢rt) is 

d 2¢/dt2 + Qrt)¢ = 0, 

where 

Q= 
4 

[q(Z) - qN- 2ZN - 2] 
4qN_2 ZN - 2 

(7) 

This equation has an irregular singular point of rank one at 
infinity. The asymptotic form of the solutions which are 
dominant and recessive on the positive real t axis are 

t/J- e±;/2 

and the Stokes lines in the t plane are given by 

argt = 0,1T,21T, •.•. 

We shall consider, in this paper, equations for which the 
function Q rt) is single valued. For example, Eq. (1) with 
either of the functions 

q(Z) = AZ2 + B + CZ-2 + DZ-4 + EZ-6 
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or 

q(Z) = AZ + DZ-2 + CZ-5 

transforms into Eq. (7) with Q rt) having the form 

where v,/3,p, and q are parameters related toA, D, C, D, and 
E. Besides the irregular singular point at t = 00, we allow a 
singular point at t = 0, which may be regular or irregular. 
Referring to Eq. (8), if p = q2 = 0, then the singular point at 
t = ° is regular, and we have Whittaker's equation. If p=:foO 
or q=:foO, then the singular point at t = 0 is irregular; in the 
special case v = 0, p = 0, the equation can be transformed 
into Mathieu's equation, as discussed in Sec. VI. The Whit
taker and Mathieu special cases are useful for comparing the 
results of the present paper with known results. 

In general, we shall assume that Q rt ) is defined by an 
infinite series 

(9) 

which converges for sufficiently large It I. 
Since the function q(Z) is allowed to have singularities 

in the finite Z plane, the original wave problem will be as
sumed to have been defined along a contour which avoids 
these singularities. We assume that this contour passes above 
all of these singularities. For definiteness, we assume that it 
lies just above the real Z axis, so that all singularities of q(Z) 
lie on or below the real axis. 

An example is given by the Budden equation2 

d 2t/> + (/3 + /32) t/> = ° 
dZ2 1 Z 

which describes the propagation of waves in a medium 
whose index of refraction has a zero and an infinity. T-he 
direction in which we are to continue the solution around the 
singularity at Z = ° is determined by including the effect of 
collisions in the index of refraction. 

Since we have assumed that q(Z) has no singularities in 
the upper half of the finite Z plane, the solution of Eq. (l) can 
be analytically continued to a path which passes from + 00 

to - 00, always at a large distance from the origin in the 
upper half plane. This path maps into a path in the t plane 
which passes, at a large distance from the origin, from ooeia 

[where a = arg( - qN _ 2 )II2J counterclockwise to ooe if3 

(where /3 = a + N1T/2). We are thus led to the problem of 
continuing the asymptotic solution ¢rt) which gives the ap
propriate asymptotic behavior to t/> (Z), for Z --+ + 00, 

around counterclockwise in the t plane at a large distance 
from the origin. At least one Stokes line will be crossed, be
fore arriving at the point which maps into Z = - 00. 

Figure 1 shows an example of these paths for an equa
tion in which q-q2Z2 (when N = 4) where q2 is real and 
positive. Asymptotically, for large IZ I, the equation is the 
same as Weber's equation. The corresponding Stokes lines in 
the Z plane and the t plane are shown, and since they are 
defined only in terms ofthe asym ptotic form of q(Z), they are 
not shown in regions near the origin. 
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(a) 

(b) ~ - PLANE 

FIG. I. Analytic continuation paths in the Z plane (a) and the (; plane (b), 
for an example with N = 4. 

B. The Stokes Phenomenon 

It is natural to attempt a solution of Eq. (7), with Q 
given by Eq. (9), by substituting 

if! =; -Pea(?;12) f cn; - n. (10) 
n=O 

One finds) 

p = QJo-, 0-= ± 1, 

and, for n;;;.l, 
n-I 

o-ncn = (p + n)(p + n - l)cn _ 1 + I Qn+ 1 _ mCm 

m=O 

(11) 

with Co arbitrary. Such a formal solution, called a Thomes 
normal solution, is an asymptotic expansion of a solution in a 
sector bounded by Stokes lines, assuming4 that the infinite 
series in Eq. (9) converges for sufficiently large I; I. It cannot 
be continued across a Stokes line on which it is dominant, 
however. 

Stokes' discovered that the coefficients in such asymp
totic expansions must change discontinuously as a Stokes 
line is crossed. This is called the Stokes Phenomenon, and we 
shall represent it in the following form: 
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if!-;Q'e-?;12 f C~I); -n + T/J1(;); -Q'e?;12 
n=O 

x f C~2); -n, 

n=O 

where ()l is a step function defined by 

()g) = {O, arg;";;1T, 
1, arg;>1T, 

(12) 

and C~2) = cg). This gives a complete (in the sense ofWatson6) 

asymptotic expansion, for - 1T < arg; < 21T, of that solution 
which is recessive on arg; = 0. 

The Stokes multiplier Tn on the Stokes line arg; = n1T 

(to be denoted in what follows by Sn) may be defined as 
follows 7

: 

(coefficient of recessive term after crossing Sn) 
= (coefficient of recessive term before crossing Sn) 

+ Tnx(coefficient of dominant term on Sn)' 

Following this definition, the asymptotic expansion for 
- 1T < arg; < 51T, for example, (neglecting the negative pow

ers of;) is 

if!-c~I){l + T1T2()2 + [TI + (1 + T I T2)TdT4()4};Q'e-?;/2 

(13) 

where ()n is the appropriate step function on the Stokes line 
Sn' and Tn is the corresponding Stokes multiplier. 

The connection formulas for the original wave problem 
are determined by the values of the Stokes multipliers. When 
only one Stokes line is crossed, we have, by comparing Eq. 
(12) with Eq. (3), 

C-( + (0) = C~I) 

for the amplitude of the transmitted wave, and 

C-( - (0) = C-( + (0), C( - (0) = TIC-( + (0) 

for the amplitudes of the incident and reflected waves. When 
two Stokes lines are crossed, the incident and reflected wave 
amplitudes are 

C-( - (0) = (I + T I T2)C-( + (0), 

C( - (0) = TIC-( + (0), 

and so on. 
The Stokes multipliers T2, T), T4,. .. are simply related to 

the Stokes multiplier Th considered as a function of the pa
rameters in the function Q in Eq. (7). We denote a solution of 
Eq. (7) which is recessive on arg; = ° by 

if!1(O = WI (;;{Q2n + I}' {Q2n})' 

where the dependence on the coefficients of the odd and even 
powers of; -I in Eq. (9) is indicated explicitly. Because Eq. (7) 
is unchanged when; is replaced by ;e - iTT, and the coeffi
cients Q2n + 1 of the odd powers of; - 1 are replaced by their 
negatives, a second solution is 

if!g) = WI (;e - iTT;{ - Q2n + I}' {Q2n})' 

This solution is recessive on arg; = 1T, and is dominant on 
arg; = 0, so it is linearly independent of the first solution. By 
comparison with Eq. (13), it is easy to show that the analytic 
continuation of the solution if!1 is determined by 

(14) 
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for arg; < 31T. In particular, it follows that the Stokes multi
plier T2 is given in terms of the function defined by 

TI = TI ( {Q2n + I}' {Q2n}) 

by 

T2 = e - 2ilrQ'TI({ - Q2n + I}' {Q2n})' 

Similarly, it can be shown that 

T3 = e4ilrQ'TI' T4 = e - 4ilrQ'T2. 

Thus, it is sufficient to determine TI • 

In this paper, we shall obtain a convergent series expres
sion for the Stokes multiplier T I , as a function of the param
eters in the differential equation. 

III. COUPLED WAVE INTEGRAL EQUATIONS 

In this section we shall derive a pair of integral equa
tions for the amplitudes of right-going and left-going waves. 
The dependence of the function Q on position is responsible 
for coupling these waves. For large values of It I, the wave 
amplitudes approach constants, consistent with the WKBJ 
approximation. These integral equations are exact, and re
present a reformulation of the problem of solving Eq. (7). 

A. Simplifying transformation 

We begin with Eq. (7) with Q given by Eq. (9) and write 
the solution as the product of two functions 

1/«) =X(t)U(t). 

We require X (t ) to be a solution of 

d 2X 
d;2 + (Q + ,u2)X = 0, 

where 

,u =! - QJ;. 
Then 

Q+,u2= Qit~Q2 + n~3Qnt-n 

(15) 

(16) 

(17) 

(18) 

so that Eq. (16) has a regular singular point at ; = 00. Then 
at least one series solution of the form 

(19) 

can be obtained by standard methods. It converges for suffi
c~entlY large It I, uniformly with respect to argt. When Q is 
gIVen by Eq. (8), for example, a solution ofEq. (16) is 

X (t) = t Ce - 2q/;M (a,b,4qlt), 

where M is the regular Kummer function,' which is defined 
by an infinite series with an infinite radius of convergence. 
The parameters a, b, and c are related to the parameters in 
Eq. (8), 

a = 4 + (/)2 - v14)112 - plq, 

b = 1 + 2(fJ2 - V/4)1I2, 

C = 4 - (/J2 - vI4)112. 

B. Coupled wave equations 

For It 1 sufficiently large thatX=;60, the equation for U 
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is 

X-2 ~X2 dU _ J1-2U = o. 
dt dt 

(20) 

This equation can be written in matrix form, 

dtP =MtP 
dt ' 

(21) 

where 

4>~&'U~~). M~(X?I" \-'). 
We use the method of Keller and Keller9 to derive the coup
led wave differential equations. 

The eigenvalues of the matrix Mare ± J1-. For I; I suffi
ciently large that neither,u nor X vanishes, the matrix 

S= (J1-~2 _~X2) 
can be used to transform lvl to diagonal form 

S-IMS = diag(u, -,u) = A. 

Ifwe let 

tP = S'/I, 

then Eq. (21) transforms to 

d'/l = (A _ S-I dS )'/1 d; d; , 
where 

S-I dS = ~ 10 (uII2X) ( 1 
dt dt g - 1 

- 1) 
1 . 

Finally, by defining the amplitudes A I, A 2 by 

'/II = Al/l-1I2X- I exp( f J1- dt ) , 

'/12 = A7/L-1I2X-I exp( - f ,u d; ) , 

we obtain the coupled wave differential equations 

~ (AI) = (~J1-' + £) 
dt \.4 2 2 j.l X 

x( 0 ex
p

( - 2 f J1- dt )) eJ 
exp( 2 f J1- d; ) 0 2 

(22) 

In terms of the solution of Eq. (7), the amplitudes A I 
and A 2 are defined by 

If = j.l- 112 [AI (t )exp( f j.ldt ) + A 2(; )exp( - f j.ldt )]. 

(23) 

Since an arbitrary additive constant is implied by the indefi
nite phase integral, we may define it, using Eq. (17), by 

J j.ldt = !t - QIlnt· 

The lower limit of integration (the "phase reference point") 
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has no importance in the present method, in contrast to the 
(approximate) phase integral method,7 since it can always be 
eliminated by redefining A I and A z. 

With the assumption that t/J is recessive on the Stokes 
line arg; = 0, we must have 

AI(t) -- 0, for; __ + 00 

while Az approaches a constant; we choose this constant to 
be unity 

Az(;) -- 1, for; -- + 00. 

By integrating Eq. (22) from + 00 to;, using the above 
intitial conditions, we obtain the coupled wave integral 
equations 

A I(;) = J?: dS B(5)SVe -sAl.t), (24) 
+00 

A z(; ) = 1 + J: 00 dS B (5)S - v eS A 1(5 ), (25) 

where 

v=2QI 

and 

1 Il' X' 
B= -- +-. 

2 Il X 
(26) 

We emphasize that Eqs. (23)--(25) are exact and merely re
formulate the problem of solving Eq. (7) 

In some problems, it may be more convenient to begin 
with the more general equation 

_1_~ (pff-) dt/J) Qff-)_I. - 0 
P (;) d; ~ d; + ~ 'P-

rather than Eq. (7). In this case Eq. (16) is replaced by 

.!~(P dX) + (Q+IlZ)X=O 
P d; d; 

while, in Eqs. (20)--(22), xz is replaced by PXZ. In Eq. (23), 
1l-112 must be replaced by WII2P-II2, but the phase integral is 
unchanged. We still obtain Eqs. (24) and (25), but with B 
defined by 

l' 1 P' X' 
B=-!!:...+--+-. 

2 Il 2 P X 

c. Determination of the function B({;) 

One problem which must be addressed, before consid
ering the solution ofEqs. (24) and (25), is the determination 
of the function B (; ) defined by Eq. (26). Using the defini tion 
of Il, Eq. (17), we have, for I; I > lvi, 

(27) 

Thus, it suffices to find a similar convergent series for the 
function 

V(t) =X'/X. 

This function satisfies the Riccati equation 

dv - + VZ + Q + Ilz 
= 0, 

d?; 

where Q + Ilz is given by Eq. (18). By substituting 
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(28) 

V(t)= !vn?;-n 
n=1 

we find 

- VI + vi + Q i + Qz = 0, 

Vz = Q3/2(1 - VI), 

and, for n>3, 

(29) 

(30) 

(31) 

Vn = [~>m vn + I _ m + Qn + I ] I(n - 2uI)' (32) 

By choosing VI to be the root ofEq. (30) with the smaller real 
part, we obtain one series solution which can be shownlo to 
converge for sufficiently large I?; I. The recursion relations, 
Eqs. (31) and (32), may be used to compute the coefficients 
V n ; in cases where the series for v(;) terminates at a small 
number of terms, an analytical solution may be obtained. We 
thus obtain a convergent series (for sufficiently large I; I) for 
the function B (t) which appears in Eqs. (24) and (25), 

B(;)= ! Bn?; -n, 
n=l 

where BI = VI> and, for n>2, 

Bn =!v" - I + Vn, 

where Vn is obtained from Eqs. (30)--(32). 

IV. SOLUTION OF THE INTEGRAL EQUATIONS 

A. Asymptotic expansion of the solution 

(33) 

(34) 

We shall look for solutions ofEqs. (24) and (25) of the 
following form, for - 'IT < arg; < 2'IT: 

A1(t) =; Ve -, Ltl a~l); - n + R ~1)(;)] 

+ T101(;)Lto f3~2); - n + R ~~)(;)], (35) 

N-I 

Az(;) = L f3~I); - n + R ~1)(;) 
n=O 

+ T10t<t); -ve' Ltl a~2); - n + R ~~)(;) l 
(36) 

Here 0 1 is the step function on arg; = 'IT, f3 ~I) = f3 ~2) = 1, the 
other coefficients a~I), f3~I), a~2l, f3r;), and TI are to be deter

mined, and for I; I -- 00, 

R ~1)-a~)+ I; -(N+ I), R ~~)-f3f/+ I; -(N+ I), 
R ~1)-f3<ir); -N, and R rz)-a~)+ I; -(N+ I>, 

with N an arbitrary positive integer. These expressions are 
thus assumed to be asymptotic expansions of A 1(; )andA2(;). 
In the limit N _ (0) Eqs. (35) and (36), combined with Eq. 
(23), give an expression for t/J ofthe form given in Eq. (12). 

In evaluating the integral in Eq. (24), we use the con
tours shown in Fig. 2. Term-by-term integration of the series 
in Eq. (36) will lead us to evaluate the integrals in terms of 
the complementary incomplete gamma function, defined by 

r(a,?;) = - f dssa-Ie- s (37) 

We must digress briefly to discuss the asymptotic expansion 
of this function. 
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(a) -7T'< arg ~ < 0 

(b) 0 ~ a rg C < 7T' 

(c) arg ~ :: 7T' 

(d) 

FIG. 2. Integration contours used in Eq. (24), in the complex S plane, for 
different ranges of arg~. In (c), a is an arbitrary positive acute angle: 
O<a<1T/2. 

Integration in Eq. (37) by parts yields the recursion 
relation 

r(a,~)=~a-le-~-(l-a)r(a-l,~) 

and iteration then gives 

e~r(a,n = ~a- I Mf 1 (_ l)m r(l - a + m) ~ - m 

m=O r(l- a) 

+ ( _ l)M r(l - a + M) e~r(a _ M,~). 
r(1-a) 

(38) 
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The asymptotic expansion of F (a,~) is obtained by evalua
tion or estimation of the last term in Eq. (38), called the 
remainder. The contribution to the remainder, from any of 
the horizontal line segments in Fig. 2, is easily estimated to 
be 0 (I~ - (M + 1 - a) I) for I~ I _ 00, which is of the order of the 
first term omitted from the series. The contribution from the 
vertical line segment in Fig. 2( c) can be evaluated by making 
a change of variable toy = (t - ~)Iilt I, integrating by parts 
and using the Riemann-Lebesque lemma. It is found to be of 
the same order as the horizontal line segment contributions. 
Finally, the loop contribution in Fig. 2(d) is essentially Han
kel's loop integral for the gamma function,!1 so that we ob
tain the asymptotic expansion (for - 1T < argt < 21T) 

e~r(a,t)~! (_l)m F (I-a+m)t- m+ u - 1 

m=O r(l-a) 

+ 21Ti(}I~) i* - I) I; ---.::.=..::...- e e , 
F(l - a) 

(39) 

where (}I is the step function on argt = 1T. 
Of course, the term which is exponentially small, for 

I~ I - 00 with 1T12 < arg~ < 31T12, has a coefficient which is 
not uniquely determined by this analysis, since an exponen
tially small term can always be included in the remainder. In 
fact, Eq. (39), without the discontinuous term, is the asymp
totic expansion usually given for largt 1< 31T/2. The rays 
argt = ± 1T12, ± 31T12,.·· across which recessive terms be
come dominant, and conversely, are known as anti-Stokes 
lines. The recessive term must be included if r (a,t) is to be 
continued across the anti-Stokes line arg~ = 31T12, since it 
then becomes the dominant term. 

The above analysis only shows that it is not inconsistent 
to choose the coefficient of the recessive term to be discontin
uous on the Stokes line argt = 1T. But there is a good reason 
for this choice. Note that the leading terms in Eq. (39) may 
be written as 

~ -ve(;/2r(a,~)_~Ye-!;/2 + tl(}I~)t -ve!;12, 

where v = (a - 1)/2 and 

tl = 21Tie irr(a - 1)1 r (1 - a) 

is the Stokes multiplier for this function. Now a Stokes line is 
defined, according to Eq. (5), as a rayon which the modulus 
of the ratio of the recessive exponential to the dominant one, 
Ie ± (;1, has a minimum, for a given It I. The asymptotic ap
proximation which is least discontinuous (and therefore 
most accurate) is obtained by choosing the discontinuity to 
be on the Stokes line. StokesS showed explicitly, for the Airy 
function, that the discontinuity in the recessive term is not 
larger than the error made in truncating the asymptotic se
ries multiplying the dominant exponential, at its smallest 
term, only if this discontinuity occurs on the Stokes line. By 
using the Stokes phenomenon for r (a,~), as given by Eq. 
(39), we will be led to a self-consistent determination of the 
Stokes multiplier TI which we are seeking. 

When Eq. (36) is substituted into Eq. (24), we obtain 
terms which don't contain the factor TI plus terms which do 
contain it; we begin by considering the former terms. Using 
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Eq. (33) for B, and the definition 

JI; [N-I ] 111(t) +00 dSB($)SVe-S n~o{3~I)s-n+R~~)($) 

we have 

111(t) = f:oo dssve-sLtlS -s:~~{3~I)Bs_n 

+ ° (f3()/S - (N + I» ]. 

U sing the definition of the complementary incomplete gamma 
function, the sum can be integrated term by term. Since as
ymptotic order relations may be integrated 12 we find 

t -veI;II1(t) 

- t -vel; stl C~~{3~I)Bs-n )F(1-S + v,t) 

+ ° [t .~ (N+ I)] + ° [{3~)t - Vel;F(v - N,t)]. 

Using the asymptotic expansion Eq. (39), and rearranging 
the summation gives 

t .-veI;II1(t) 

N .f.. (- 1)' 
= - 2: (- lYF(p - v)t -p 2.-

p=1 5=1 F(s-v) 
s -- I 

X 2: {3~I) Bs_ n - 21Ti{)1(t)ei1Tvt - vel; 
"=0 

X [f (- 1)' sf {3~I)Bs. n 
s = I F (s - v) n = 0 

+o( {3~) )]+O(t-(N+I». (40) 
\r(N+l-v) 

The integration of the terms in Eq. (36) which are pro
portional to Th is straightforward and does not involve the 
incomplete gamma function. The path of integration in the S 
plane is taken to be the limit, as R - 00, of a path consisting 
of a circular arc of radius R from argS = 0 to argS = argt, 
plus a straight-line segment radially inward to the point 
S = t· The result is 

Tl f: 00 dS B ($ )()l($ )Ctl a~2)S - n + R ~IJ)($») 

[ 

N (n (2) ) t -n 
- T1{)1(t) n~1 T~I aT Bn+ I-r -n-

+ 0 (t - (N + I) ]. (41) 

We now collect results from Eqs. (40) and (41), com
pare with Eq. (35), and obtain 

and 

2042 

a~I)=(-ly+IF(n-v)i (-1)' 
s= I F(s - v) 

5- I 

X 2: {3~)B5_ m' 
m=O 

{3 (2) - 1 ~ (2)B 
n - - - L a r "+ 1 - r' 

n r= I 

n;;;d 

[ 
N ( l)n n - I 

Tl = - 21Tiei1TV I - I {3~)Bn - m 
n.=IF(n-V)m=O 
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(42) 

(43) 

( {3(I) )] 
+ °\r(N +N1 _ v) . (44) 

We next substitute Eq. (35) into Eq. (25). The path of 
integration is taken to be the limit, for R _ 00, of a path 
consisting of a circular arc of radius R from argS = 0 to its 
intersection with a horizontal line segment through S = t, 
plus this horizontal segment. The integration of the terms in 
Eq. (35) which don't contain the factor Th is straightfor
ward. The terms containing the factor Tl can be integrated in 
terms of the complementary incomplete gamma function by 
using 

f~ oc ds Sa~ les = eirr(a-I)F(a,tr i" 

and we obtain 

f~ ds B($)S -VeSA 1($) 

_N~lt-P.f.. a(l)B +Ofr··N) 
£.. L m p-m+l ~ 

p=1 P m=1 

+ T1{)1(t)t -vel; [ f t -5 i F(s- v) 
5=1 p=1 F(p-v) 

X :~~{3<:')Bs~m + O(t -(N+ I»]. 

By comparing with Eq. (36), we obtain 

(J~I)= -..!... i a~)Bn~m+I' 
n m~ I 

(45) 

(46) 

(47) 

We have thus obtained recursion relations for the deter
mination of the coefficients in Eqs. (35) and (36), and an 
expression for the Stokes multiplier T1, in terms of the solu
tion of these recursion relations. It is convenient to define the 
coefficients 

and 

(- lYa~l) 

Yn = F(n-v)' 

Yo=O. 

for n>1 

Then from Eq. (42) we obtain 

Yn-Yn_l=an, forn>1 

where 

(48) 

(49) 

an = (- 1)"·- I nIl {3~) B
n

._ m (50) 
F(n-v)m=o 

and from Eq. (46) we have 

1 m 
{3~) = - - I (- lYF(p - v)YpBm -p+ I' 

m p=1 

for m> 1 (51) 

(Recall that (J ~I) = 1.) 

B. The Stokes multiplier 

The expression for the Stokes multiplier Tl given in Eq. 
(44) can be expressed quite simply in terms of the coefficients 
an' By taking the limit N _ 00, as is consistent with regard-
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ing Eqs. (35) and (36) as infinite asymptotic series, we find 

TI = 21Tiei7TV ! an' (52) 
n=1 

Alternatively, this result may be expressed, using Eq. (49), as 

(53) 

The principal result of this paperis Eq. (52), which gives 
an infinite series representation for the Stokes multiplier. 
The terms in the infinite series are to be obtained by solving 
the recursion relations, Eqs. (49)-(51). The convergence of 
this infinite series is easily demonstrated by showing that the 
limit in Eq. (53) exists. Assuming that, for p - 00, Yp either 
increases in absolute magnitude or approaches a nonzero 
limit, the series in Eq. (51) is dominated by thep = m term 

( l)m + 1 

{3~) - - rem - v)YmBh for m - 00. 
m (54) 

Then it is clear that the sum in Eq. (50) is dominated by the 
m = n - 1 term, so that 

a
n

- -BiYn~1 , for n-oo. (55) 
(n - 1)(n - 1 - v) 

Using Eq. (49), we have 

Yn Bi 
-- - 1 - , for n - 00 (56) 
Yn~l (n-l)(n-l-v) 

so that, for sufficiently large M and N, 

IT [1 _ Bi ] 
n=M+I (n -1)(n -I-v) . 

(57) 

In the limit N _ 00, we obtain a convergent infinite product, 
showing that the limit in Eq. (53) exists. If BI = 0, this argu
ment must be modified. The convergence is even faster in 
this case, because 

Y B~ 
~ - 1 - ---------=------
Yn ~ 1 (n - 2)(n - 1 - v)(n - 2 - v)(n - 3 - v) 

The recursion relations for a~2) and {3 ~2>, given by Eqs. 
(43) and (47), are similarin form to thosefora~1) and{3~I). By 
comparing Eqs. (35), (36), and (23) with Eq. (14), we find 
that a~2) and {3 ~2) are the coefficients in the second linearly 
independent solution tP2' These coefficients will not concern 
us further, however. 

C. Relation to Thome normal solutions 

We now derive another useful expression for the Stokes 
multiplier, in terms of the coefficients Cn in the Thome nor
mal solutions, Eq. (10). From Eqs. (35), (36), and (23), we 
have 

tP-1i ~ 1/2{bv/2e~~/2[ 1 + ntl (a~1) +{3~I»b ~n] 
+ TlJ1(bK ~ V/2e~/2[ 1 + ntl (a~2) + {3~2)K ~ n]} (58) 

for - 1T < argb < 21T, where Ii is defined by Eq. (17). Using 
the notation 

lill2 = ! limb - m, 

m=O 

2043 J. Math. Phys., Vol. 20, No.1 0, October 1979 

we multiply tP, as given by Eq. (12), by Ii 112 and compare with 
Eq. (58) to obtain 

a(l) + {3(1) = ~ c(1)u Ic(1) 
n n ""'- mr-n-m o· (59) 

m=O 

From Eq. (11) it follows that 

cmlcm ~ 1 = o (m), for m-oo 

so that the sum in Eq. (59) is dominated by the m = n term 

a~l) + {3~l)-lioC~l)/cg) = C~I), for n - 00 

(by choosing cg) = lio = 2-112). Also, since 

{3~I)/a~l)- -BJn, for n - 00, 

we have 

and so we obtain, from Eqs. (48) and (53), 

T 2
· i7TV l' ( - Itc~\) 

1 = 1Tle 1m 
n~ 00 r(n - v) 

(60) 

This expression is useful whenever the solution of the 
Thome' recursion relations, Eq' (11), is easier than the solu
tion of Eqs. (49)-(51). An example of such a case will be 
found in the next section. 

V. ANALYTICALLY SOLVABLE CASES 

The simplest example, to which the method ofthe pre
sent paper can be applied, is Bessel's equation, the normal 
form of which may be written as 

(61) 

This equation results when the transformation of Eq. (6) is 
applied to the equation 

d 2,1. 
-'I' _ zPifJ = O. (62) 
dz2 

This is an equation with one turningpoint [whereq(z) = 0] of 
order p; then{3 = l/(p + 2) in Eq. (61). The functionB (b), 
which is contained in the integral equations, Eqs. (24) and 
(25), is given in this case by 

B(b) = ! -{3. 
b 

Thus, the coefficients Bn , which appear in Eqs. (49)-(51), 
are zero for n > 1, whileB1 =! - {3. Also, v = 0, so that Eq. 
(51) gives 

{3~) = (- l)m+ \ BI r(m)Ym 
m 

while Eq. (50) gives 

( - It ~ IBJ3~I~ I 
a = 

n r(n) 

B~Yn~ I 
(n - 1)2 

Thus, Eq' (49) becomes the two-term recursion relation 

Yn =Yn~l [1- Bi/(n-l)2] 

which can be solved immediately. An expression for the 
Stokes multiplier then follows from Eq. (53): 
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TI = 21TiYI fI [1 - (1- {3)2In2] 
"=1 

= 2icoS(1T/(p + 2» (63) 

using YI = Bh {3 = l/(p + 2), and the infinite-product re
presentation of the trigonometric functions.13 This expres
sion agrees with the known result, which was obtained by a 
different method. 14 The most famous special case of this re
sult is the case P = 1, for which Eq. (62) becomes Airy's 
equation, and Eq. (63) gives TI = i. This special case forms 
the basis of the approximation WKBJ connection formula, 
and the phase integral method. 7 

An analytical result for the Stokes multiplier can also be 
obtained in the case of Whittaker's equation 

(64) 

In this case, the Thome' recursion relation, Eq. (11), reduces 
to a two-term recursion relation 

c _ [(n-vI2)(n-l-v/2)+!-{32] 
n- (-n) cn _ 1 ·(65) 

The solution can again be obtained immediately 

~ = (- It r(n + 1 - PI)r(n + 1 - P2) 
CO n! ro - PI)r(1 - P2) 

(66) 

where 

Pl,2 = 1 + vi 2 ± {3. (67) 

By using Eq. (60) and the asymptotic form ls 

r(n+a)lr(n+b)_n a
-

b
, for n----+ex), 

we obtain 

21Tie i1TV 

~= ----------------------
r(1- -I- - {3)r(1- -I- + {3)' 

(68) 

This result, and the corresponding results for T2, T3, and T4 
obtained from the discussion in Sec. II, agree with the known 
results l6 obtained by methods unrelated to the present 
method. 

VI. NUMERICAL CALCULATIONS 

A. Method 

The approximate evaluation of the series expression for 
the Stokes multiplier, as given by Eq. (52), is straightforward 
using a digital computer. The terms are to be obtained by 
solving the recursion relations, Eqs. (49)-(51). When {3 m is 
eliminated, we obtain the following, after rearrangement: 

a = n 

where 

n~l (_I)m r(n-m-v) s(n) 
£.., r() mYn-m 
m~l n-v 

(- lYBn 

r(n - v)' 

s(n)= 
m 

(69) 

(70) 

(71) 

When n is large, only a few terms are needed in the m sum-
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mation, since 
r(n-m-v)lr(n-v)-n -m, for n----+ ex). 

Numerical evaluation of the coefficients Bn is straightfor
ward using Eqs. (30)-(32) and Eq. (34). 

The result obtained, by truncation of the infinite series 
in Eq. (52) after N terms, can easily be improved. Using Eq. 
(55) with 

Yn - 1 ~ Y 00 - lim Yn (72) 
n ~ 00 

the remaining terms can be summed approximately. The use 
of the trapezoidal rule, to replace the sum by an integral, 
leads to 

where 

from which we obtain Y 00 , and hence Th with an error 
o (N -2). By keeping both the m = 1 and m = 2 terms in Eq. 
(70), a little more effort yields an expression with an error 
o (N-3). By keeping them = 1, 2 and 3 terms in Eq. (70), and 
using the Euler-Maclaurin summation formula, we find 

Y 00 = yNIF(N) + O(N -4), 

where 

F(N) = 1 +BiIN + [!(v+ I)Bi + !Bi -BIB2] IN2 

+ [ (1V2 + !v + DB i + (!v + i)B i + iB ~ 

(74) 

- B iB2 - (1v + 2)BIB2 + ~BIB3 + 1B~] IN3. 
(75) 

In the case of Whittaker's equation, comparison with 
the exact result verifies the order relation for the error, as 
given by Eq. (74). Sample calculations indicate that at least 
four decimal place accuracy is achieved, with N between 50 
and 100. 

B. An equation with two irregular singular points 

For differential equations with two irregular singular 
points, few results are available for comparison with the re
sults obtained by the present method. When v = P = 0 in Eq. 
(8), Eq. (7) can be transformed into Mathieu's equation. 
Comparison of known results for the characteristic expo
nents for Mathieu's equation, with the Stokes multiplier ob
tained by the method of this paper, is made possible by the 
following reasoning: 

We consider the equation 

(76) 

SinceQ (t ) is a single-valued analytic function for I; I> E > 0, 
it is known3 that a solution ofEq. (76) exists in the form 

tf;g) =; -PIJII(t), 

where IJII(t) is a single-valued analytic function for I; 1 > E. 

Since, however, Q (t) contains only even powers of;, the 
function 

tf;z(t) = (tei1-PIJIgei1 
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is also a solution, and so is the function 

t/J(t) = t/Jg) + ei7TPt/J2(t). 

This latter solution has the form 
t/J(t) =; -PIj/(t), 

where Ij/ is an analytic function such that 
Ij/ (tei, = tJI (t). 

We nOw make the change of variables 

t/J = ; Il2y(O), ; = ;oei
(), 

where 

(77) 

(78) 

(79) 

;0 = 2iql12 (80) 

and 0 is real, corresponding to a value of; which lies on the 
circle I; I = 1;01· Then Eq. (76) is transformed to 

d 2 

~ + (J32 - 2q cos 2(J)y = 0 
d(J2 

(81) 

which is Mathieu's equation. It follows, from the results of 
the preceding paragraph, that a solution of Mathieu's equa
tion exists in the form 

where 

Y«(J) = tJI(toei() 

is periodic with period 1T, 

Y«(J + 1T) = Y«(J). 

(82) 

(83) 

This is Floquet's theorem; the characteristic exponent v is 
related to the value of p, in Eq. (77), by 

v = - p - 4. (84) 

On the other hand, the value of p is related to the Stokes 
multiplier TI for Eq. (76), as follows: The solution ofEq. (76) 
which is recessive on arg; = 0 is 

t/J(I)(t) =A \IV12 +A ~1)e-;/2. 

The A 's satisfy Eqs. (24) and (25) where B is given by 
Eq. (26) with f.l = ~ and 

X =; 112J{3(2iq/;), 

where J{3 is a Bessel function. A second, linearly indepen
dent, solution is 

t/J(2)(t) = t/J(I)(te - i,. 
The result of analytically continuing these solutions, along a 
path from; = ;1 to; = ;Ie i1l", where arg;1 = 1T12, is given by 
the circuit relation 

(85) 

where TJ is the Stokes multiplier on arg; = 1T. A linear com
bination of t/J' I) and t/J<2> 

t/J = at/J' I ) + bt/J' 2) 

is of the form given by Eqs. (77) and (78) provided that a and 
b are the elements of an eigenvector of the matrix in Eq. (85), 
with e - i7Tp the corresponding eigenvalue. Since the product 
of the two eigenvalues is - 1, and their sum is Th we have 

Finally, using Eq. (84), we have the relation between the 
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Stokes multiplier TI and the Floquet characteristic exponent 
v 

TI = 2i COS1TV. (86) 

The following known results were used to compare Eq. 
(86) with results which were numerically calculated using 
the method of this paper: 
(a) Periodic solutions 

When v = n, an integer, relations between the coeffi
cients in Mathieu's equation exist 

fJ2 = 1 + q - q2/8 + .. , (n = 1) 

1]2 = 4 - q2/12 + ... (n = 2) 

(b) Stable non periodic solutions 
When v=t=n, /3, v, and q are related by 

fJ2 = v + q2/2( v-I) + ... 
for small q. 
(c) Stable and unstable nonperiodic solutions for small fJ 2 

The relation between /3, v, and q is 

COS1TV = (1 - ~fJ212 + ... ) - ~q2/4 + ... 

for small q. The full expressions given by Eqs. (20.2.25), 
(20.3.15), and (20.3.18) ofRer. 8 were used in all cases. Good 
agreement was obtained, within the regions of validity of 
these approximate formulas. It seems very likely that the 
present method gives results which are reasonably accurate 
over a wider range of parameters than these approximate 
formulas. 

C. Discussion 

The recursion relations derived in this paper provide an 
efficient means for calculating numerically the Stokes multi
pliers for a class of ordinary differential equations. The main 
limitation seems to be that the numerical values of the pa
rameters in the differential equation must not be much larger 
than unity. The rate of convergence seems to be quite slow, 
when these parameters are large. On the other hand, that is 
precisely when the more sophisticated analytical approxi
mate methodsl7 work best. Thus, the method of this paper 
and the analytical phase integral methods are complemen
tary. The present method may be expected to give more ac
curate results for the smallest eigenvalue in wave problems, 
for which the phase integral method is least accurate. 

Although the eigenvalues for a wave problem are relat
ed to the Stokes multiplier, the structure of the eigenfunc
tions is not obtained by calculating only the Stokes multipli
er. However, the eigenfunctions may be obtained by solving 
an initial-value problem, once the eigenvalues are known, 
and this is a straightforward numerical problem which does 
not require iteration. 

The computer time required for the calculation of 
Stokes multipliers by this method seems to be much less than 
is required by another, recently published, method. IS 

ACKNOWLEDGMENT 

This work was supported in part by the U.S. Depart
ment of Energy Contract EY-76-C-05-4478. 

F.L. Hinton 2045 



                                                                                                                                    

'F. W.l. Olver, Asymptotics and Special Functions (Academic, New Y ort, 
1974), p. 190. 

'K.G. Budden, Radio Waves in the Ionosphere (Cambridge U.P., London, 
1961), p. 476. 

'A. Erdelyi, Asymptotic Expansions (Dover, New York, 1956), pp. 58-63. 
'Ref. I, p. 232. 
'G.G. Stokes, Trans. Cambridge, Philos. Soc. 10, 105 (1864). 
'G.N. Watson, Philos. Trans. Roy. Soc. London A 211, 279 (1911); see also 
R.B. Dingle, Proc. Roy. Soc. London, Ser. A 244, 456 (1958). 

'I. Heading, An Introduction to Phase-Integral Methods (Methuen, Lon
don, 1962), p. 57. 

'M. Abramowitz and I.A. Stegun, Handbook of Mathematical Functions 
(Dover, New York, 1965), p. 504. 
'H.B. Keller and I.B. Keller, 1. Soc. Indust. Appl. Math. 10,246 (1962). 

2046 J. Math. Phys., Vol. 20, No, 10, October 1979 

'OE.L. Ince, Ordinary Differential Equations (Dover, New York, 1956), pp. 
295-296; the Riccati equation is easily transformed into the equation of 
Briot and Bouquet, discussed in this reference. 

"E.T. Whittaker and G.N. Watson, A Course of Modem Analysis (Cam
bridge U.P., London, 1927), p. 245. 

"Ref, I, p. 8, 
"I.S. Gradshteyn and I.W. Ryzhik, Tables of Integrals Series and Products 
(Academic, New York, 1965), p. 37. 

"Ref. 7, p. 63. 
"Ref. 8, p. 257, 
"I. Heading, 1. London Math. Soc. 37, 195 (1962), 
I7F.W,I. Olver, Philos, Trans. Roy Soc. London, Ser. A 289,501 (1978). 
"A.M. Emamzadeh, 1. Inst. Math. Appl. 19,77,149 (1977). 

F.L. Hinton 2046 



                                                                                                                                    

Gel'fand-Levitan equations with comparisOn measures and comparison 
potentials 

H. E. Moses8
) 

University of Lowell. College of Pure and Applied Science. Center for Atmospheric Research. 450 Aiken Street. Lowell. 
Massachusetts 01854 

(Received 22 September 1978) 

Using an abstract form of the Gel'fand-Levitan equation, it is shown how a solution of the 
equation corresponding to a given weight operator can be found in terms of a solution for the 
equation with a different weight operator. The resulting Gel'fand-Levitan equation is a 
generalization of the original one. To achieve our result, an analog of a canonical transformation 
for direct scattering is used. The effect of the use of the transformation is to include part of the 
scattering potential (the comparison potential) in the unperturbed Hamiltonian. The generalized 
Gel'fand-Levitan equation has the advantage that if the weight operator for a given 
Gel'fand-Levitan equation is close to that for an already solved Gel'fand-Levitan equation, the 
solution of the first can be obtained from the second by using the solution of the second as a first 
approximation in an iteration procedure or as a trial function in a variational procedure. The 
method is illustrated by considering the inverse problem for the one-dimensional Schrodinger 
equation, a generalized radial Schrodinger equation, and the Marchenko equation for the zero 
angular momentum radial Schrodinger equation. Though the use of a comparison weight 
function for some of the cases above has been given by others, the work of the present paper 
represents a systematic approach to the problem. The role of a variational principle will also be 
discussed. 

1. INTRODUCTION 

In Refs. 1 and 2 an abstract formulation of the 
Gel'fand-Levitan algorithm was given in which a Hamilton
ian H could be obtained from the weight operator (essential
ly the spectral measure function of H) and from the knowl
edge of the spectrum of the unperturbed operator Ho (in 
scattering problems identified with the kinetic energy). It 
was shown that this abstract formalism contained as special 
cases the Gel'fand-Levitan equations for the one-dimen
sional Schrodinger equation,3 the radial Schrodinger equa
tion,' the generalized radial Schrodinger equation,5 the Mar
chenko version of the inverse problem for the radial 
Schrodinger equation,' and versions of the inverse problem 
for the three-dimensional Schrodinger equation. 6•7 It is the 
object of the present paper to offer a generalization of the 
abstract Gel'fand-Levitan algorithm and then apply the 
generalization to some of the above cases. 

In this generalization it is assumed that for a particular 
weight operator (which we call the "comparison" operator) 
the corresponding inverse problem has been solved, and thus 
the solution of the Gel'fand-Levitan equation and the scat
tering potential (called the "comparison potential") have 
been obtained. Now, instead of using the weight operator of 
the kinetic energy and the weight operator associated with a 
general Hamiltonian as the given quantities for the inverse 
problem for the general Hamiltonian, we use the weight op
erators for the solved inverse problem and the general Ha-

')Research sponsored by the Air Force Office of Scientific Research. Air 
Force Systems Command. USAF. under Grant No. AFOSR-77-3169. 

miltonian. The Gel'fand-Levitan kernel obtained from the 
generalized algorithm is now used to construct an operator 
which maps the eigenfunctions of the Hamiltonian obtained 
from the comparison weight operator to those of the general 
Hamiltonian. Moreover, the total scattering potential is the 
sum of the comparison potential and an increment obtained 
from the new kernel. 

The method used in the inverse problem of the present 
paper is an analog of the method of using canonical transfor
mations in the direct scattering problem to introduce the 
interaction picture. One recollects that in the direct problem 
one transforms away the kinetic energy (or the sum of the 
kinetic energy and a portion of the scattering potential) and 
thereby expresses the scattering problem in terms of the po
tential (or remainder of the potential). The advantage of the 
use of the generalized method of this paper is analagous to 
the advantage of using the interaction picture in direct scat
tering problems. If the comparison weight operator is close 
to the weight operator of the Hamiltonian which we wish to 
find, the Gel'fand-Levitan kernel of the generalized algo
rithm will be small, and it might be possible to obtain it in 
terms of a perturbation expansion in terms of the difference 
of the two weight operators. Moreover, since (as will be 
shown) a variational principle given in Ref. 8 is valid for the 
kernel of the generalized algorithm, it could give more accu
rate results for a given amount of work than the use of the 
variational principle for the original version of the Gel'fand
Levitan algorithm. Still another advantage is that the differ
ence between the potential which we seek and the compari
son potential can be interpreted as the error in the potential 
due to the error in the weight operator, which is taken as the 
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difference between the comparison operator and the given 
one. 

Finally we shall show how the generalized algorithm 
looks in cases mentioned above, namely for the generalized 
radial equation, the one-dimensional equation, and the Mar
chenko equation. Though the use of a comparison potential 
and comparison weight operator have been given before for 
the usual radial Schrodinger equation,9.1o the one-dimen
sional equation,11-13 and the Marchenko equation,13 they 
have not been obtained as particular applications of a general 
formalism, as in the present paper. The present exposition 
thus unifies previous treatments and can be adapted to other 
inverse problems. Moreover, as will be seen in later papers, 
the general formalism of the present paper lends itself to 
applications other than for the inverse problem. 

2. THE GENERALIZED GEL'fAND-LEVITAN 
ALGORITHM IN AN ABSTRACT fORMULATION 

For the sake of brevity we shall write this paper as a 
direct continuation of Refs. 1 and 2 and shall modify the 
notation only slightly to conform to the problem of the pre
sent paper. As in the earlier papers Ho is the unperturbed 
Hamiltonian which for scattering problems is usually identi
fied as the kinetic energy. It will be convenient, for the sake 
of a later application and for other generalizations, to as
sume Ho has point eigenvalues in addition to the continuous 
spectrum, these point eigenValues being denoted by EOi and 
the corresponding eigenfunctions IHo ;EOi)' (For point ei
genvalues generally we shall not need the degeneracy opera
tor Ao and therefore will not indicate it). Then, instead of the 
completeness relation (2.3) of Ref. 2, we shall use 

f f I Ho.Ao;E,a) dE da<Ho.Ao;E,a 1 

+ I (Co) - 1 1 Ho;Eo) <Ho;Eoil = 1J(Ho), (1) 

where COi are the normalizations of IHo ;Eoi) and where the 
integration over E is over the continuous spectrum of Ho 
1J(Ho) is the identity operator in Hilbert space (as opposed to 
the q-extended space) as in Ref. 2. The generalization of the 
present paper could have been accomplished by including 
the comparison potential in Ho and using a comparison 
weight operator for the continuous spectrum corresponding 
to appropriate boundary conditions. Indeed this was the 
procedure which the author used for introducing compari
son weight operators and potentials for the one-dimensional 
problem in Ref. 11. However, the procedure of the present 
paper is more satisfying. 

We now introduce a set of scattering potentials V;, 
which are labelled by the sUbscriptj = 1,2,3,.··. We reserve 
j = 0 for the unperturbed Hamiltonian and thus write 
Vo O. The total Hamiltonians associated with these scat
tering potentials are written Hj , where 

~=~+~ m 
in which here and later we set € of Refs. 1 and 2 equal to unity 
for simplicity. In addition to a continuous spectrum which 
coincides with that of Ho , the operators may have discrete 
spectra with point eigenvalues Eii . Since for eachj the point 
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eigenvalues of Hj will differ in position and number, the 
index i, which labels their number, will vary in range withj. 

The continuous spectrum has a weight operator 
<a Iw cj (E) 1 a') while the eigenfunctions corresponding to the 
point eigenvalues Eji will have the normalizations Cjj . The 
completeness relations for the continuous spectrum eigen
functions IHj' Aj ;E,a) and discrete spectrum eigenfunc
tions IHj ;Eji) are 

f dEf flHp Aj ;E,a) da <alwcj (E)la') da'<Hp Aj ;E,a'i 

+ I(Cj;) - IIHj ;Eji) <Hj ;Ejil = 1J(Ho)· (3) 
i 

:,,-s in Refs. 1 and 2 we note that wave operators ~ can be 
Introduced such that 

IHj.Aj ;E,a) = ~IHo.Ao ;E,a), IHj ;Eji) 

= ~IHo ;Eji), (4) 
where IHo ;Eji ) formally satisfy the eigenfunction equation 
HolHo ;Eji) = EjilHo ;Eji). They are not true eigenfunctions 
of Ho unless Eji equals an eigenvalue Eo/ of Ho for some i 
and i' in which case it is an eigenket of Ho belonging to the 
point eigenvalue Eo/ . As in Ref. 2 they are needed to com
plete the q-space. 

The completeness relation (3) is equivalent to the 
relation 

~~U! = 1J(Ho). (5) 

In Eq. (5) ~ is the weight operator (a generalization of the 
notion of measure) given explicitly by 

~ = f dE f flHo.Ao ;E,a) 

X da(alwcj(E)la') da'(Ho.Ao ;E,a'i 

+ ~(Cji)-IIHo ;Eji) (Ho ;Ejil. (6) 

We also introduce Uo, j = U j - 1. 

As shown in Refs. 1 and 2, Eq. (5) is equivalent to the 
Gel'fand-Levitan equation. For on writing 

~=I +Kj and Uo,J=I + Ko,j (7) 

and requiring Kj and Ko,j to satisfy the triangularity 
conditions 

<qlKjl q') = <qIKoJq') = 0 for q' > q, (8) 

we obtain the Gel'fand-Levitan equation for Kj from Eq. (5) 
(see Refs. 1 and 2): 

<qlKjl q') = - <qlnjlq') - iq<qIKjlq"> dq" <q" Injlq'), 
q, 

for q>q', where 
nj = WJ - 1J(Ho)· 

Equation (4) is then 

<qIHj.Aj ;E,a) = <qIHo.Ao ;E,a) 

+ r<J<qIKjlq') dq' <q'IHo ' Ao ;E,a), jq, 
<qlHj ;Eji) = <qlHo ;Eji) 

(9) 

(10) 

+ I<qIKJlq'> dq' <q'IHo ;Eji)' (11) 
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Equations (11) imply the following boundary conditions on 
the eigenfunctions of H j : 

lim [<qIHj.Aj ;E,a) - <qIHo.Ao ;E,a)] = 0, 
q-qo 

lim [<qlHj ;Eji) - <qlHo ;Eji)] = O. (12) 
q--qo 

It is convenient to define UjO' Uo,jO' W}O' KjO' Ko,jO in the 
following way: 

Ujo =~, Uo,jo = ~),j> KjO = Kj> Ko,}O = Ko,J' (13) 

We now introduce our analog of a canonical transfor-
mation. We define 

~k = UjOUO,kO = UjoU kO i, 

UO,jk = Ui; i = UkOUO,jo = Ukj' 
JJjk = UkOWjOUro> Kjk = ~k - I, 
KO,jk = UO,jk - I, iljk = UkO [ Wjo - WkO] uro' (14) 

In Eq. (14), the asterisk means Hermitian adjoint. 
The following theorem is the principal result of the pre

sent paper. 
Theorem: (a) The operators Kjk andKo,jk have the same 

triangularity properties (8) as KjO' Ko,jO' 
(b) The kernels <qlKjk Iq') satisfy the generalized Gel 

'fand-Levitan equation (for q>q') 

<qlKjk Iq') = - <qliljk Iq') - rq<qlKjk Iq")<q" liljk Iq')· Jq, 

(15) 
(c) The operators ~k transform the eigenfunctions of 

Hk to those of~, i.e., 

or, equivalently, 

I~ ;Eji) = ~k IHk ;Eji)' 

(16) 

<qIHj.Aj ;E,a) = <ql ~k IHk.A k ;E,a) 
= <qIHk.Ak ;E,a) 

+ r
q 

<qlKjk Iq") dq" <q" IHk.Ak ;E,a), Jq, 

<qlHj ;Eji) = <ql UijlHk ;Eji) 
= <qIHk,Eji) 

+ r
q 

<qlKjk Iq") dq" <q" IHk ;~i)' (16') Jq, 

In Eqs. (16) and (16') IHk ;Eji) = UkolHo ;Eji). Hence 
IH k ;Eji) is a formal eigenket of H k (i.e., satisfies H k IH k ;Eji) 
= EjilHk ;Ej ;) having the boundary condition 

limq-.q, [<q IHk ;Ej ;) - <qlHo ;Eji)] = O. The ketlHk ;Eji) 
is a true eigenket of Hk only if Eji = Eki' for some i' (i.e., if 
Eji is a point eigenvalue of Hk)' 

UO,jj = I, Kjj = Ko,jj = O. (21) 

Before proving the theorem we shall discuss it briefly. 
The generalized Gel'fand-Levitan equation (15) is seen to 
depend on the difference between the weight operators JJjo 
and WkO which are the weight operators for the inverse 
problem which we wish to solve and for the inverse problem 
which has been solved. If the difference is small, we expect 
Kjk to be small. In this sense the use ofEq. (15) is analagous 
to the use of the interaction picture for direct scattering 
problems. 

The driving kernel <q liljk Iq') ofEq. (IS) can be written 
in terms of the eigenfunctions of H k (including the formal 
eigenkets IHk ;Eji» as follows: 

<qliljklq') 

= J dE JJ<qIHk.Ak;E,a)da[<almcj(E)la') 

- <almck(E)la')] da'<Hk.A k ;E,a'lq') 

+ L (CjJ - i<qlHk ;Eji) <Hk ;Ejilq') 
i 

- L (Cki) - i<qlHk ;Eki) <Hk ;Ekilq')· (22) 
i 

This result follows from Eqs. (6) and (16) 
A second point is that the theorem is given in a "covar

iant" formulation. That is, the Hamiltonian Ho plays a fa
vored role only in giving the boundary conditions on the 
eigenfunctions of Hj as in Eq. (12), and even here one could 
have given the boundary condition with respect to any fixed 
Hamiltonian H k • 

Equations (18) and (19) are of importance in relating 
the scattering potentials. In the applications discussed in the 
present paper the scattering potentials ~ are given in terms 
of the Gel'fand-Levitan kernel <qlKj Iq) = <qlKj 0 Iq) ei
ther as 

or as 

d 
~ (q) = 2 - <qIKjolq) 

dq 
(23) 

d 
~ (q) = - 2 - (qlKjo Iq)· (24) 

dq 

Let us define ~ 0 and ~k by 

d 
~o(q) - ~(q), ~k(q) = ± dq (qlKjk Iq), (25) 

where the plus or minus sign holds according as Eq. (23) or 
(24) is true. 

Then from Eqs. (18) and (19) 

Vkp(q) + Vpm(q) = Vkm(q), ~k(q) = - Vkj (q). (26) 

(d) UkpUpm = Ukm. (17) In particular, let p be zero in the first of Eq. (26). Then, on 

(e) <qIKkplq) + <qIKpmlq) = <qIKkmlq), 

<qlKjk Iq) = - <qIKkjlq)· 

(t) JJjk = UkmJJjmWtm> 
iljk = Ukm [ JJjm - Wkm ] utm for any m. 

(g) Wjj = 1/(Ho), Ujj = I, 
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(18) changing indices in an obvious manner, 
~k(q) = Jj(q) - Vk(q)· (27) 

(19) Thus 

(20) 

~=Hk+ ~k' (27') 

Thus the generalized Gel'fand-Levitan equation shows how 
the difference in the spectra of Hj and H k leads to a differ
ence in the potentials ~ and Vk • In Ref. II we discuss in 
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more detail for the example considered (but which applies 
more generally) how changes in the spectrum of Hk-for 
example, the addition of point eigenvalues-affect the po
tential of Vk • 

Equation (17) is reminiscent of conditions satisfied by 
the conditional probabilities of a Markov chain. One can 
introduce the notion of "paths" as in Ref. 11. This notion 
suggests that there might be alternative ways of solving the 
inverse problem. Also, though we have treated the subscripts 
as though they came from a denumerable set, the subscripts 
may also be regarded as being values of a continuous vari
able. Perhaps this idea will also prove to be useful in getting 
other relations associated with the inverse spectral problem. 

We shall now prove portions of the theorem which are 
not self-evident. For simplicity we shall assume that all the 
operators Hi have a continuous spectrum only. Then 
17(Ho) = J, since the Hilbert space and the q-extended space 
are identical. 

To prove part (a) of the theorem, we note that from the 
first of Eqs. (14) 

(;IKjk Iq') = (qlKjo Iq') + (qIKo.kO Iq') 

+ 17(q - q') r (qlKjo Iq") 

Xdq" (q" IKo.kO Iq'), (28) 

where 17(X) is the Heaviside function, 17(X) = 1 ifx> 0, = 0 if 
x < O. It follows immediately the (qlKjk Iq') = 0 if q' > q. 

To prove part (b), we note from Eq. (14) that 

(29) 

or 

~k [UkOWjo uto - UkOWkoUto + 17(Ho)] 

or = 17(Ho) U~ik' (30) 

~,/1jk + Ujk17(Ho) = 17(Ho) Uri,ik' (31) 

We now write ~k = 17(Ho) + Kjk , Uri,ik = 17(Ho) 
+ Kri,ik' and use <ql17(Ho)lq') = 8(q - q')and thetriangu

larity properties of <qlKjk Iq'),<qIKo.ik Iq') to obtain the gen
eralized Gel'fand-Levitan equation (15) in a manner identi
cal to the obtaining of the Gel'fand-Levitan equation of Ref. 
1. 

The proof of the remaining parts of the theorem are 
obvious, though the obviousness is due to the choice of 
notation. 

Finally, we note that the variational principle of Ref. 8 
applies to Eq. (15). This result follows from the fact that 
<ql17(Ho) + fljk Iq') - 8(q - q') + <qlfljk Iq') is the kernel 
of a positive-definite operator in q-space precisely in the 
sense of Ref. 8. 

We shall now apply the above formalism to the one
dimensional Schrodinger equation, the generalized radial 
Schrodinger equation, and the Marchenko equation. For the 
sake of brevity we shall assume acquaintance with the results 
of earlier references. 

3. APPLICATION TO THE INVERSE PROBLEM FOR THE 
ONE-DIMENSIONAL SCHRODINGER EQUATION 

We shall follow the notation and results of Ref. 3. In the 
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present case we identify the variable q with x, where 
- 00 < x < 00. The triangularity condition on the kernels 

<xlKjk Ix') is 

(32) 

The variable a is the sign of the momentum and takes on 
only two values a = ± 1. From Ref. 3 

<llwc/E)ll) = < - IlwCj(E)1 - I) = 1, 

(33) 

<llwc/E)ll) = b,{P), < - llwc/E)ll) = b! (P), 

where p = E 1/2 and bj (P) is the reflection coefficient (from 
the left) for the potential ~. Through bj (P) is defined for 
p > 0, it can be defined for p < 0 using analytic continuation 
and the fact that from analytic continuation 

bj ( - p) = b !(P). 

We define 

tf/xJp) = (21 pl)l12 <x I Hj,Aj ;E,a) (p = aE 112), (34) 

tfdx) = <xlHk ;Eki),tfjklx) = <xlHk ;Eji)' (35) 

tfklx) tfkk,(X). (35') 

The Gel'fand-Levitan equation (15) becomes 

<xlKjk I x') = - <xliljk I x') 

with 

-f: 00 <xlKjk Ix") dx" <x" liljk Ix'), (36) 

<xliljk Ix') = f: 00 tft(xJp)tft(x'l p){b,{P) - bk(P)} dp 

+ L tfjk,(X )tfjk,(X') 

i Cji 

- L tfdX)tfk,(X') . (37) 

i Cki 

In Eq. (37) we require the eigenfunctions tfk (xl p) to satisfy 

lim tfk(xl p) = t/Jo(xl p) = (21T) - 1/2 eipx because of the 
x_ - 00 

triangularity conditions on the kernels <xlKjk I x'). The am-
plitude of t/Jo (x I p) is determined by the completeness rela
tion Eq. (1), noting that Ho = - d 2/ dx2 has no point 
eigenvalue. 

It is convenient to require tfkOi(X) = exp[( - EkY12X] 
so that -

lim tfjk,(X) = tfjO,(x) = exp[( - Eji)I12X]. 
x~- 00 

With these boundary conditions tfk (x I - p) = tft(x Jp); 
tfjki(X), (xlKjk I x') are real. 

Because Vk(x) = 2(d /dx) <xlKkO Ix) it follows that 

d 
~k(X) = 2 dx <xlKjk I x) = ~(x) - Vk(x), (38) 

which is what Eq. (25) becomes in the present case. 
Finally, Eq. (16') becomes 

tf;(xl p) = tfk(xl p) + f: 00 <xlKjk Ix') dx' tfk(x'i p), 

tfixl p) = tfjk,(X) + f: 00 <xlKjk Ix') dx' tfjklx '). (39) 

It should be mentioned that Eqs. (36), (37), and (38) are 
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given in Ref. 12 without proof and in Ref. 13 as a limit of a 
discretized formulation. The thrusts of Refs. 12 and 13 are 
quite different from those of Ref. 11 and the present paper, 
however. 

4. APPLICATION TO THE GENERALIZED RADIAL 
SCHRODINGER EQUATION 

The generalized radial Schrodinger equation is dis
cussed in Ref. 5 for both the direct and inverse problems. The 
variable q is replaced by the variable r (0 < r < riJ). The oper
ators Hk are given by 

d 2 

Hk = - - + Vk(r), Vo(r) = O. (40) 
dr 2 

Instead of requiring the functions of the domain of Hk 
to satisfy the condition/CO) = 0, our generalization consists 
of generalizing the domain to require 

/,(0) = ak /(0), (41) 

where the ak are rea1 numbers which generally differ from 
each other for different k. The usual radial equation case is 
recovered by requiring a k - riJ , all k. There is no degeneracy 
variable a. 

Let us define 

Ih(rl p) = (2p)l12 (rl Hk ;E), (P = E 112,E> 0), (42) 
¢dr) = (rl Hk ;Ek)' (43) 

In the direct problem we require ¢k (rl p) and ¢ki (r) to satis
fy the differential equations 

[ - ~ + Vk(r)] ¢k(rlp) =p2¢k(rlp), 
dr 2 

[ - :; + Vk(r)] Eki¢k,{r), (44) 

with the boundary conditions 

rh(OI p) = (2/1T)1I2 P ,t/!k,(O) = 1, (45) 
[p2 + (ak)2] 112 

!!... t/!k(O/ p) = akt/!k(OI p), !!... ¢k,{O) = akt/!k,{O) = ak' 
dr dr 

(45') 

The set of boundary conditions (45') assure us that the oper
ators Hk operate on functions in its domain [see Eq. (41)]. 

The one can show that eigenfunctions satisfy the com
pleteness relation [we use the fact that all of the eigenfunc
tions are real because of the boundary conditions (45) and 
(45')] 

fO ¢k(rl p)Wk(P)¢k(r'l p) dp 

+ L ¢dr)(Ck;] - I¢k.{r') = 8(r - r'). (46) 
i 

In can be shown that the continuous part of the weight oper
ator liJ ck (E) is given by 

liJck(E) = Wk(P)· (47) 

In the direct problem, Vk and a k are given and the weight 
Wk (P) and normalizations C ki are to be found. In the inverse 
problem it can be shown that if Wk (P) and Cki are given, Vk 
and a k can be found. 
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In particular, let us consider the eigenfunctions of Ho . 
There are two cases: (a) a o > 0, (b) a o < 0. 

In both cases the eigenfunctions of the continuous spec
trum ¢o(x/ p) are given by 

tPo(xl p) = (2/1T)1I2 sin[pr + rep)], (48) 

where r(p) is given by 

sin[y(p») = p 
[p2 + (ao)2] 112 ' 

(48') 

If a o < 0, then Ho has a point eigenvalue and corre
sponding eigenfunction 

EOl = - (ao)2, tPol(r) = exp[aor]· (49) 

However, if ao > 0, the continuous spectrum comprises the 
entire spectrum of Ho and there is no point eigenvalue. 

The weight function Wo (P) = 1 for all values of ao . The 
normalization of the eigenfunction ¢Ol (r) for a o < ° is 
COl = ( - 2ao) - I. The completeness relation (46) for eigen
functions of Ho is now of the form Eq. (1). 

The Gel'fand-Levitan equation (15) becomes in the 
present case 

(rlKjk Ir') = ° for r' > r, 
(rlKjk Ir') = - (rll1jk Ir') 

-f (rlKjk IrIP) drH (r" /l1jk /r') for r>r'. (50) 

On introducing the pseudo-eigenfunctions ¢jki (r) of H k 
defined by 

d 
¢jk,(r) = (rlHk ;Eji)' ¢jdO) = 1, - ¢jk,(O) = ak 

dr 

and on using Eqs. (42) and (43), (rll1jk Ir') is given by 

(rll1jklr') = f ¢k(rl p)¢k(r'l pH ~(P) - Wk(P)] dp 

(51) 

+ L ¢jdr)tPjk,(r') - L tPk,(r)¢k,(r') . (52) 
i Cji i Cki 

Because Vk (r) = 2(d.dr)(rIKkOlr), it follows that 

As usual we find Jj from Eq. (53). To find aj' we use 

aj = ak + (Oll1jk 10). (54) 

Finally, Eqs. (16') become 

¢i(rl p) = ¢k(rl p) = [ (rlKjk Ir') dr'¢k(r'l p), 

(55) 

¢p(r) = t/!jdr/ p) = Lr 

(r/Kjk Ir') dr'¢jk,(r'). 

For the special case a k -riJ, i.e., where the boundary condi
tion (41) is replaced byf(O) = 0, our results go over into the 
earlier results of Refs. 9 and 10. 
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5. APPLICATION TO THE MARCHENKO EQUATION 

The Marchenko equation is concerned with the prob
lem of obtaining the scattering potential for a given angular 
momentum (zero, say) from the scattering phase and bound 
state information. In a certain sense it uses information com
plementary to that needed for the Gel'fand-Levitan equa
tion for the radial equation of the last section for a j _ 00 . 
Specifically let us consider the Hamiltonian ~ . 

d 2 

HJ. = - - + V(r) (O<;r < 00) (56) dr J 

acting on the subspace of Hilbert space offunctionsJ(r), 
which are twice differentiable and satisfy the condition 

J(O) = O. (57) 

The operators Hj have a continuous spectrum which ranges 
from zero to infinity. On calling the spectral variable p 2 with 
p > 0, we require the corresponding eigenfunctions ¢j (r I p) 
to satisfy 

Hj¢/rl p) = p2¢;<rl p) (58) 

with the boundary conditions 

(59) 

It is convenient to introduce the Jost wavefunctions./j(rl p) 
andJJ(rl p), which satisfy the differential equations (58) 
with the boundary condition 

lim f,{rl p) = e - ipr. (60) 
r -oc 

These solutions are, of course, the well-known Jost wave
functions (see, e.g., Ref. 4, which can be consulted for much 
of the development of the present section). 

The one can show 

¢kl p) = (2hr) 112(1/20 [f;(p}fj(rl p) - Jj(p)f,(rl p)]. 

(61) 

In Eq. (61)./j(P) are the Jost functions defined by 
./j(P) = ./j(01 p). (62) 

The scattering operator Sj(P) is defined by 

f,(P)/JJ(P) = SJ(p), (63) 

In addition to the continuous spectrum H j may have a dis
crete spectrum which we shall take to be negative. The points 
of the discrete spectrum will be denoted by Eji = - KJ; 
(Kp > 0). The corresponding eigenfunctions ¢ji(r) satisfy 

(64) 

In addition to the boundary condition at r = 0 of Eq. (64), 
we must specify a condition at r_oo.1t is simplest to choose 

lim ¢ir) = exp( - Kpr). (65) 
r-- ~oo 

Having fixed the boundary conditions, the normaliza
tions Cp are given by 

Cji = 1'0 [¢ir)]2 dr. (66) 

Furthermore, ¢j(rl p) and ¢ji(r) are real. 
From the asymptotic condition (60) and that ofEq. (65) 
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it is seen that 

¢ir) = f,{rl - iKji)' (67) 

[In Eq. (67) the i in front of Kji is the unit imaginary and not 
the counting index i which appears in the subscript.] The 
right-hand side ofEq. (67) is defined by analytic continu
ation in the complex p plane. 

To introduce the Marchenko equation, we follow Ref. 
14, which has a brief description of the standard method of 
derivation. 

It can be shown that a triangular kernel <rlKj Ir') eixsts 
such that 

<rIK;Ir') = 0 for r> r, 

<rIKjlr') = - <rlnjlr') - f" <rIKjlr") dr" <r" In/). 
for r<;r', (68) 

where <rlnj Ir') is given by 

<rlnjlr') = _1_ foo exp[ip(r + r')][ 1 - SJ(p)] dp 
21T - 00 

~ exp[ - Kj,(r + r')] 
+k", . 

i 0i 
(68a) 

In Eq. (68a) the values of Sj(P) appear for p < 0, though 
originally Sj(P) was defined only forp > O. TodefineSj(p) for 
negative values of p, we use analytic continuation: 

S;< -p) =S~). (68b) 

We shall now show that the Marchenko equation (68) 
can be written in the form ofEq. (5). We shall first define an 
operator Ko,j by defining the kernel <rIKo,j Ir') when Ko,j is 
written as an integral operator: 

<rIKo,;Ir') = 0 Jor r> r' • 

<rIKoJr') = <rlnjlr') + f" <rlnjlr") dr" <r" IKj*lr') 

for r<;r', (69) 

where <rlK jr') is the kernel ofthe operator K j*' i.e. (re
membering that the kernels are real) 

(rIKjlr') = (r'IKj Ir). (69') 

Now define Uj' Uo. j. Wi in a manner analogous to Eqs. 
(7) and (10). One obtains Eq. (5) after the manner of Ref. 1. 
Hence the Marchenko equation falls into the formalism of 
Refs. 1,2, and the present paper. 

The functions./j (rl p) are only formal eigenfunctions of 
Hj since they do not satisfy the boundary condition (57). 
Nevertheless, the formalism of the present paper goes 
through. [It should be noted that./j (rl - iKp) are eigenfunc
tions of H j because ofEq. (67). A treatment ofthe problem in 
which the Jost wavefunctions are true eigenfunctions can be 
achieved by embedding the problem of the present section 
into a one-dimensional problem ( - 00 < x < + 00) with a 
suitable potential. Nevertheless, it is not necessary to do so 
for the purposes of the present paper.] Note that the "pseu
do-eigenfunctions" corresponding to <x IH k ;Eji) are 
Jk (rliKji)' the analytic continuation ofJk (rl p), and that they 
are real. 

Then our Gel'fand-Levitan equation is 

<rlKjk Ir') = 0 for r> r' , 
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<rIKjkr') = - <rlDjk Ir') 

. LX> <rlKjk Ir" ) dr" <r" IDjk Ir') 

for r<,r', (70) 
where 

(rlDjk Ir') 

_1_foo [Sk(P) - Sip)] fr(r/p) fr(r'1 p) dp 
21T - 00 

+ r fk(rl - iKji}fk(r' I - iKj ;) 

i Cji 

+ r fk(rl - iKki}fk(r'l - iKk) . (71) 

i Cki 
Furthermore, in defining ~k (r) by 

d 
~k(r) = - 2 dr <rlKjk Ir). (72) 

we have, as expected from the general theory 

~k(r) = ~(r) - Vk(r). (73) 

Finally the Jost wavefunctions and the eigenfunctions corre
sponding to point eigenvalues are 
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firlp)=fk(rlp) + 100 

<rIKjklr')dr'fk(r'lp), 

J;(rl - iKj;} = fk (rl - iKj;) + 100 

<rlKjk I r')dr' fk (r' I - iKj ;). 

(74) 

It should be mentioned that these results were obtained 
in Ref. 13 as the limit of a discretized version of the problem. 
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Noether's theorem is applied to a Lagrangian for a system with nonlinear equations of motion. 
Noether's theorem leads to a time-dependent constant of the motion along with an auxiliary 
equation of motion. Special cases of this invariant have been used to quantize the time-dependent 
harmonic oscillator. We also discuss the solution of the original equations of motion in terms of the 
solutions to the auxiliary equation. 

J. INTRODUCTION 

The time-dependent harmonic oscillator equation 

.x + «/(t)x = 0 (Ll) 

occurs in many physical problems. Lewis 1.2 proved that a 
conserved quantity for the harmonic oscillator is the time
dependent invariant 

I = ! [(xl p)2 + (x P - x p)2], (1.2) 

where x(t ) satisfies (1.1) and pet ) satisfies the auxiliary 
equation 

(1.3) 

Lewis obtained this result by showing that an adiabatic in
variant for (1.1) was, in fact, an exact invariant. As a point of 
interest, we mention that the invariant I was derived by Er
makov in 1880. 3 In his treatment, Ermakov assumed (1.1) 
and (1.3) and eliminated the frequency w 2(t) between these 
two equations. After a few simple manipulations, he arrived 
at the invariant (1.2). Ermakov's derivation is, thus, not as 
general as that of Lewis, since Lewis obtained both (1.2) and 
(1.3) from (1.1). However, Ermakov's procedure admits im
mediate generalization. 

Recently we discussed and generalized Ermakov's 
method of deriving the invariant (1.2). 4 Our generalization 
leads to the invariant 

I=!l¢«xlp)+O(plx)+(xp- pX)2)], (1.4) 

for the coupled system of differential equations 

.x + (ti(t)x = g(plx)/(x2 p), (1.5) 

p + w2(t) P = f(xl p)/(p2X ), (1.6) 

whereg( pix) andf(xl p) are arbitrary functions. Functions 
¢ and 0 are related tofandg, respectively, by the following 
equations: 

f
X1P 

¢ (xl p) = 2 f(u)du, (1.7) 

f
P1X 

o (pix) = 2 g(u)du. (1.8) 

The invariant (1.2) played a central role in the exact quan
tum treatment, by Lewis and Riesenfeld, 5 of the time-depen
dent harmonic oscillator. It is possible that more of the in
variants (1.4) will prove useful in solving physical problems. 

Lutzky, 6 in a recent paper derived the invariant (1.2) 
and the auxiliary equation (1.3) by a straightforward appli
cations of Noether's theorem to the Lagrangian 

L = !lX2 - «l(t )x2
] (1.9) 

for the time-dependent harmonic oscillator. Noether's theo
rem yields an invariant for each symmetry transformation 
that leaves the action invariant. For the Lagrangian (1.9) 
Lutzky showed that Noether's theorem leads to the invar
iant (1.2) and the auxiliary equation (1.3). Thus, Lutzky also 
derived both (1.2) and (1.3) from (1.1), as did Lewis. Howev
er, the derivation by Lutzky is simpler and is also easier to 
generalize. 

In this paper we apply Noether's theorem to the 
Lagrangian 

L = Hp2 _W2(t)p2 + 2G(t)F(p)], (LlO) 

which is associated with the equation of motion 

p+{t}(t)p = G(t)F'(p), F'(p)= dF, 
dp 

(1.11) 

where G (t) and F(p) are, initially, arbitrary functions of 
their arguments. We shall show that Noether's theorem and 
Lagrangian (LlO) lead to invariants which are special cases 
of our results (1.4), (1.5), and (1.6). 

The invariant (1.2) can be interpreted as a link between 
the two differential equations (Ll) and (1.3). This link is 
most clearly illustrated by the theorem that if x I and x 2 are 
linearly independent solutions of (1.1), with Wronskian 
W = XI x2 - X 2 Xt , then the general solution to (1.3) can be 
written 

p = (Ax~ + Bx~ + 2Cx l xj12, 

where A, B, and C are constants related by 

AB-C 2 = 1/ W 2
• 

(1.12) 

(1.13) 

In their discussions, both Lewis and Lutzky mention that 
this theorem can be proven by writing the invariant (1.2) for 
the two solutions Xl and X 2 ' keepingp the same, and eHmi
natingp between the two resulting invariants. The invariant 
(1.2) not only links x(t ) and p(t) but in addition provides a 
path to solve the nonlinear equation (1.3) in terms of solu
tions to the linear equation (1.1). Our generalization (1.4), 
(1.5), and (1.6) shows that the invariant (1.4) links solutions 
to (1.5) and (1.6); however, since Eqs. (1.5) and (1.6) are 
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coupled we cannot use the technique of eliminating p be
tween two invariants to solve (1.5) in terms of solutions of 
(1.6), or vice versa. Since use of the Lagrangian (1.10) with 
Lutzky's procedure yields special cases of (1.4), (1.5), and 
(1.6) the technique of eliminatingp to generate a solution of 
either (1. 5) or (1. 6) also does not work. Nonetheless, we find, 
somewhat surprisingly, that Lagrangian (1.10) leads to cer
tain nonlinear equations of motion in p which can be solved 
in terms of solutions to the related auxiliary equation. It is 
not clear whether such solutions are associated with the in
variant linking these two differential equations. It is, howev
er, still possible that this points to a deeper connection be
tween being able to solve a nonlinear equation in terms of 
solutions to an auxiliary equation and the existence of the 
associated invariant. 

In Sec. II we apply Noether's theorem to the Lagran
gian (1.10) and derive the form of the invariant and the equa
tions linked by the invariant. In Sec. III we discuss some 
properties of special cases and present some further exam
ples of solving nonlinear equations in terms of solutions to 
linear equations. Finally, in Sec. IV we present our conclu
sions along with suggestions for further work. 

II. NOETHER's THEOREM 

We shall use the formulation of No ether's theorem giv
en by Lutzky. 6 The symmetry transformation is described 
by the group operator 

a a 
x = s (p,t ) - + 1/( p,t ) -. (2.1) 

at ap 

If the symmetry transformation defined by (2.1) leaves the 
action A, 

A = fL(p,p,t)dt, 

invariant, then the combination of terms 

s aL + 1/ aL + (~_ pt) a~ + tL 
at ap ap 

is a total time derivative of a function f(p,t), i.e., 

S aL + 1/ aL + (~- pt) a~ + tL = j (2.2) 
at ap ap 

It follows from this that a constant of the motion for the 
system is 

1= (5 p - 1/) ;~ - sL + f 

The Lagrangian to be investigated is 
L = H p2 - (j)2(t) p2 + 2G (t) F(p)}, 

which yields the equations of motion 

p + (j)2(t)p = G(t)F'(p). 

(2.3) 

(2.4) 

(2.5) 

We assume F (p) is not one of the following functions, all of 
which lead to trivial cases: const, const· p or const· p 2. F (p) 
can be any function except one of these three. Using the 
Lagrangian (2.4) in (2.2) and noting that this equation must 
hold for all values of p and p we can equate the coefficients of 
powers of p. The p 3 terms give 
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as = 0 => 5 = 5 (t ). 
ap 

The p 2 terms yield 

1/ = !t p + t/!{t ), 

(2.6) 

(2.7) 

where ,p(t) is an arbitrary function of time. The p terms give 

j=! tp2 + IfP + X(t), (2.8) 

where X (t) is an arbitrary function of time. If we use (2.6), 
(2.7), and (2.8), the remaining terms in (2.2) are 

( - sww - tw2 
- !i') p2 - (if; + w2 t{!) P 

+ (5G + tG)F + ~GpF't + GF't{! - X = O. (2.9) 

Due to our assumptions concerning the form of F(p) 
the coefficients of p 2 and p must vanish, requiring 

if; + (j)2 t{! = 0, (2.10) 

(2.11) 

Multiplication of (2.11) by 5 and integration result in the 
first integral 

st - !t 2 + 25 2 w 2 = 2k = const, (2.12) 

which becomes 

(2.13) 

through the transformation 5 = x 2. This is the time-depen
dent harmonic oscillator equation if we choose the arbitrary 
constant k to vanish. This is the equation linked to (2.5) by 
Noether's theorem. The remaining terms in (2.9) are 

(SG +€G)F+ !Gp F't + GF't{!- x=O. (2.14) 

We see that X = 0, and, since a constant would only add a 
constant tofby (2.8), we can drop X. WenextsupposethatF, 
p F', andF I are all linearly independent. Then from (2.14) we 
obtain t = O. For t = 0, Eq. (2.11) yields OJ = O. We exclude 
this case as we are interested in discussing the time-depen
dent harmonic oscillator. Thus, some offunctionsF,p F', F' 
must be linearly dependent. The possibilities are 

(a)pF' = - 2m F, 

where m is an arbitrary constant, and, 

(b)F'=cF, 

(2.15) 

(2.16) 

where c is an arbitrary constant. Case (b) is easily seen to lead 
w = 0 and, hence, we have only case (a) to consider. Case (a) 
implies 

F = Fop - 2m, Fa = const. (2.17) 

Using this form for Fin (2.14) we obtain the equations 

sG + tG + !G( - 2m)t= 0, (2.18) 

,p = O. (2.19) 

The solution to (2.18) is 

G = GoS m 
- 1 = Gox 2m - 2, Go = const. (2.20) 

Substituting the form of F (2.17) and the form of G (2.20) 
back into the equation of motion for p, we obtain the equa
tion of motion 

" 2 X2m - 2 C ( X )2m - 1 
p+W (t)p=C-- = - - , 

p2m+ 1 Xp2 P 
(2.21) 
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where C = - 2mGo Fo is an arbitrary constant. Recall that 
x(t) satisfies the following equation of motion 

i + 0)2(t)X = k I x 3
• (2.22) 

The Noether theorem invariant is given by Eq. (2.3) and 
takes the form 

I=~[~ (;ym +k(:y +(Pi-X p)2]. (2.23) 

From our previous assumptions on F (p), m cannot be equal 
to 0, - 1/2, or - 1. It is clear that these results are a special 
case of (1.4), (1.5), and (1.6) with g = k pix, 
f = c(xl p) 2m - I. 

Equations (2.21), (2.22), and (2.23) represent our re
sults of applying Noether's theorem to the Lagrangian 
(1.10). Notice that, whereas we started from the Lagrangian 
with F(p) and G (t) arbitrary functions, in order for L to 
admit a symmetry transformation (2.1), F and G are restrict
ed to the forms (2.17) and (2.20) respectively. The two cases 
treated by Lutzky can be recovered from our general results 
by (1) G = 0 and (2) m = 1. Note that in the case m = 1 Eq. 
(2.21) is independent of x. This is important since, in general, 
uncoupled equations are much easier to handle. 

Further reflection on the form of (2.14) shows that one 
can generalize the equation of motion to 

1 (x )2",,-1 , p+0)2(t)p= -LCi - = LG.(t)Fi(p), 
Xp2 i P i 

(2.24) 

where i = 1,2, .. , and Ci and m i are arbitrary constants, 
m i'7~::0, - 1/2, - 1. The Lagrangian changes to the form 

(2.25) 

with a corresponding change in the invariant I. Equation 
(2.24) is the general equation of motion linked to the time
dependent harmonic oscillator equation through the 
Noether invariant associated with the Lagrangian (2.25). 
This generalizes Lutzky's results and shows that the 
Noether theorem invariants for this Lagrangian are special 
cases of our generalization of Ermakov's results (1.4). 

III. EXAMPLE 

Lewis and Lutzky indicated how solutions of the non
linear equation (1.3) could be obtained in terms of solutions 
to the time-dependent harmonic oscillator equation (1.1) by 
using the invariant (1.2). The form ofthis solution was given 
by (1.12). The method of eliminating p between two invar
iants will generally not work for equations of the form (2.22) 
and (2.24) because of the coupling of x in the p equation. 
Nevertheless, we present an example that shows we can ob
tain solutions ofa special case of(2.24) in terms of solutions 
to (2.22). The solution has the same general form as (1.12). 

Consider the following special case of (2.24), 

•. 2 CI (x )2ml - 1 Cz (x )2m2 - 1 
P+O)P=--- +--- . 

xp2 P Xp2 P 

For m l = (m - 2)/2, m2 = (2m - 2)/2, we obtain 

.. + 2 _ xm - 4 pi - m + C x2m - 4 pi - 2m p 0) p - C l 2 . 

2056 J. Math. Phys., Vol. 20, No.1 0, October 1979 

(3.1) 

(3.2) 

A special solution to the auxiliary equation (2.22) is 

x = ( - 4k IWZ)1!4 (UVF2, (3.3) 

where u and v are linearly independent solutions ofthe time
dependent harmonic oscillator equation (1.1) with Wrons
kian W. Equation (3.3) is of the form (1.12) with A and B 
both zero. We define the constants Cl and Cz as 

( 
_ 4k) - (m - 4)/4 

Cl = (b 14)(m - 2) W 2 '"W"2 ' (3.4) 

( 
- 4k) - (m - 2)/2 

C2 = (m - l)(ac - b 2/4) W Z ~ , (3.5) 

where a, b, and C are new arbitrary constants. Using the 
solution (3.3) and the constants (3.4) and (3.5), we have for 
the p equation of motion 

P + 0)2(t) P = (b 14)(m _ 2) W\uv)(m - 2)/2 pi - m 

+ (m - l)(ac - b 2/4)(uv)m - 2W 2 pi - 2m. 
(3.6) 

It can be proven by direct substitution that a solution to (3.6) 
is 

(3.7) 

This solution was first found by Reid 7 in his investigation of 
homogeneous solutions to nonlinear equations. Although 
we see no way to obtain this solution by using the invariant 
linking equations (2.22) and (3.6), the similarity between the 
solution (1.12) and (3.7) is obvious. That Eq. (3.6) can be 
derived directly from Eqs. (2.22) and (2.24), linked by the 
Noether invariant, suggests a deeper connection among 
these results. As a final point we note that, whereas (1.12) is 
the general solution to (1.3), (3.7) is only a particular solu
tion to (3.6). 

IV. CONCLUSIONS 

Noether's theorem applied to the Lagrangian 

L = ! [ Ii - oi(t) p2 + 2 f,G,{t) F,(P)], (4.1) 

leads to the equations of motion 

P + 0)2(t)p = _1_ L ci (~)2m,- I = LG,(t) F;(p), 
Xp2 i P 

mi=l=O, - ~, - 1, (4.2) 

where x satisfies the auxiliary equation 

i + 0)2(t)X = k Ix3
• (4.3) 

The Noether invariant linking these equations is 

I = ~ [L ~ (~)2m, + k (1!...)2 + (pi - x pf]. (4.4) 
2 i m i P x 

For k = 0 the invariant I links an infinite number of Eqs. 
(4.2) to the time-dependent harmonic oscillator equation of 
motion. These results are a special case of our general results 
derived in Ref. 4 using Ermakov's technique. In Ermakov's 
technique one does not make use of Noether's theorem. The 
results in this paper furnish a further example of how 
Noether's theorem applied to a Lagrangian leads to an invar
iant and an auxiliary equation. Lutzky 6 considered the case 
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G (I ) = 0 and found the results which were earlier derived 
and used by Lewis. 1,2 In this case the time-dependent invar
iant linking the equations was used to solve physical prob
lems and to obtain the solution of a nonlinear equation in 
terms of solutions to a linear equation. It is possible some of 
the Noether invariants (4.4) could be used to solve physical 
problems. We have shown in Sec. III how solutions of a 
special case of (4.2) can be written in terms of solutions of the 
auxiliary equation (4.3). 

It seems to us that many important properties of nonlin
ear equations of motion are associated with Noether identi-
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ties as derived in Ref. 6 and in this paper. The working out of 
more explicit examples would help clarify this point. 
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Gauge potentials are directly defined from Hamiltonian classical mechanics. Gauge 
transformations belong to canonical transformations and are determined by a first order 
development of generating functions. The electromagnetic and gravitational fields, and they only, 
are obtained. 

I. INTRODUCTION 

We are indebted to WeyP for the prototype of gauge 
theories. He introduced the electromagnetic interaction as a 
gauge field associated with the group of phase transforma
tions in charged fields. On the same model, the Yang and 
Mills2 field is associated with the rotations in isospace. Then 
the concept is drawn from internal space and carried into 
space-time. So the gravitational field is related to the Lo
rentz group by Utiyama3 and to the Poincare group by Kib
ble.4 These early works provide a good insight into the pro
cess for determining the interaction fields. 

Let us consider a free field whose equation of evolution 
is covariant under a group of global transformations (the 
parameters of group elements do not depend on space-time). 
This equation will be no longer covariant if we make these 
transformations local (the parameters of group elements de
pend on space-time). The covariance will be restored by in
troducing gauge connections (or gauge potentials) according 
to the minimal coupling principle. The variance of these po
tentials is determined by requiring that the equation of evo
lution should be covariant. 

Thus, gauge theories appear to be a powerful tool of 
research in interacting models of matter; Weinberg'sl and 
Salam's6 works give a proof of this. Abers and Lee7 gave a 
whole review on the subject. 

The purpose of the present paper is to build up a gauge 
theory in Hamiltonian classical mechanics. The intended 
transformations will obviously belong to canonical ones in 
order to preserve the frame of the Hamiltonian formalism. 
Gauge fields will be generated according to the very similar 
principle expressed above. 

Formal invariance ofthe Hamiltonian, under some ca
nonical transformations, implies the introduction of gauge 
potentials, by a "minimal coupling principle." The variance 
of these potentials is determined by requiring that the Ha
miltonian should be form invariant. One difference, howev
er, is that gauge transformations will not derive, contrarily 
to usual theories, from a group of global transformations. 

In Sec. II we point out, as an example, that it is possible 
to introduce the electromagnetic field in Hamiltonian me
chanics for a particular canonical transformation. The exist
ing analogy with the local phase transformation in quantum 
mechanics is used as an introduction to the gauge theory in 
Hamiltonian classical mechanics that we develop in the two 
next sections. Section III determines the canonical transfor-

mations that we may consider as gauge transformations. 
These are defined by their generating functions. In Sec. IV, 
after a transposition in a relativistic picture of Hamiltonian 
mechanics and a physical justification of approximations 
considered in Sec. III, the electromagnetic and gravitational 
fields are obtained only as gauge fields. 

II. GAUGE THEORY OF THE ELECTROMAGNETIC 
FIELD IN QUANTUM MECHANICS AND IN 
HAMILTONIAN CLASSICAL MECHANICS 

By taking the electromagnetic field as an example and 
by analogy with quantum mechanics, this section points out 
how it is possible to introduce a gauge field in Hamiltonian 
mechanics. The unusual formulation of the electromagnetic 
gauge theory in quantum mechanics (Sec. II.A), allows an 
easy transposition in Hamiltonian classical mechanics. (Sec. 
II.B). 

A. Point of view of quantum mechanics (Ii = c = 1) 

Let us consider the Schr6dinger equation of a free 
particle 

iatI/J = HoI/J, 

where 

Ho = _1_ L ( - i a y. 
2m j 

This equation is invariant under the glObal phase 
transformation 

I/J' = exp(iea)I/J. 

(2.1) 

(2.2) 

However, if we work out the local phase transformation 

I/J'(x,t) = exp[iea(x,t )]if!(x,t), (2.3) 

Eq. (2.1) is transformed in the equivalent equation 

i atI/J' = H bI/J', (2.4) 

where 

Hb = _1_ L (- i a j - ea j a)2 - ea/a. (2.5) 
2m j 

Comparison between Eqs. (2.2) and (2.5) shows obvi
ously the noninvariance of the Hamiltonian under the local 
gauge transformation (2.3). In order to require this invari
ance, we are induced to substitute in H b, for the derivatives 
a j a and at a, a four-component field AI-'(x,t) according to 
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the correspondence 

a; a-A;, at a-Ao' (2.6) 

In this way one obtains, by the minimal coupling principle, 
the Hamiltonian of the particle in the presence of the gauge 
potentials Ap : 

H = _1_ L ( - i a j - e A j)2 - eAo (2.7) 
2m j 

and the associated Schrodinger equation 

(2.8) 

Then, let us perform again the gauge transformation (2.3): 
Eq. (2.8) is transformed into the equivalent equation 

iatt/J'=H't/J', 

where 

(2.9) 

H' = _1_ L (- i a j - e a j a - eA j)2 - eat a - eAo. 
2m j 

(2.10) 

Let us define 

A;=Aj+aja, A~=Ao+ata, (2.11) 

Then, the new Hamiltonian can be written as follows: 

H' = _1_ L ( - i a j - eA ;f - eA o. 
2m j 

(2.12) 

Therefore, the formal invariance of the Hamiltonian is 
obtained on condition that the fields Ap should be jointly 
transformed according to Eq. (2.11). Now Eq. (2.11) is the 
gauge transformation of the electromagnetic potentials; 
moreover, the coupling in the Hamiltonian (2.7) between the 
particle and the gauge potentials is just the usual one of a 
charged particle and the electromagnetic field. We can inter
pret this result in the following mannerS: the formal invari
ance of the Hamiltonian under a local phase transformation 
implies the existence of the electromagnetic field. In this ex
ample we see the essential part of gauge theories emerge: the 
requirement of a symmetry (for reasons sometimes abstruse) 
makes the introduction of an external field necessary. 

B. Point of view of the Hamiltonian classical mechanics 

Let us consider a free classical particle. The equations 
of motion are 

ax; 
'i aHo 

x = --, 
api 

(2.13) 

where 

(2.14) 

Let us work out the canonical transformation 

,; _ 'i( j ) 
X -x x ,Ppt , (2.15) 

generated by 

F3(p,x',t) = - ea(x',t) - x' j P j' (2.16) 

The transformation (2.15) and the Hamiltonian H ~ of the 
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new system are given by 

aF3 aa 
P; = - -. =e-. +Pi' 

ax" ax" 
(2.17) 

; aF3 ,; 
x = - - =x, 

api 
(2.18) 

aF3 aa 
Ho-Ho= - = -e-. 

at at 
(2.19) 

This provides us with the Hamiltonian of the new system 

H 0= _1_" (p; _ e aa)2 _ e aa , (2.20) 
2m 7' ax" at 

to which one associates the equations equivalent to Eq. 
(2.13): 

aHa ',i aHo x =--
ap; 

(2.21) ---.' 
ax" 

Comparison between Eqs. (2.14) and (2.20) shows obvi
ously the noninvariance of the Hamiltonian under the ca
nonical transformation generated by Eq. (2.16). Let us con
sider the latter as a gauge transformation: We are induced, as 
it was done at the beginning of this section, to substitute in 
H a a four-component field A ~(x' ,t ) for the derivatives 
aalax'; and aalat. 

In this way one obtains, by the minimal coupling princi
ple, the Hamiltonian of the particle in the presence of the 
gauge potentials A~: 

1 
H' = - L (p; - eA ;)2 - eA O. (2.22) 

2m i 

In order not to multiply notations we suppress the "primed" 
variables and simply write the new Hamiltonian (2.22) in the 
following manner: 

H= _1_ L (Pi-eAr? -eAo. 
2m i 

(2.23) 

The canonical transformation generated by Eq. (2.16) yields 

H'= _1-L(p;-e aa -eAi)2 -e aa -eAo; 
2m i ax" at 

then, using again Eq. (2.11), 

H' = -l-I (p,~ - eA;f - eA O. 
2m i 

Hence, we obtain the formal invariance of the Hamiltonian 
(2.23), on the condition that the fields Ap should be jointly 
transformed according to Eq. (2.11). 

Henceforth, we can have similar conclusions to the ones 
drawn in Sec. IIA. The Hamiltonian (2.23) describes a 
charged classical particle in the presence of the electromag
netic field. 

Thus, the Hamiltonian theory (Sec. lIB) is perfectly 
similar to the quantum theory (Sec. IIA). One simply substi
tutes a canonical transformation for a phase transformation. 
This will not surprise us, since Van Hove9 showed the close 
links between canonical and unitary transformations. How
ever, in the two next sections, we shall completely ignore the 
quantum point of view and construct a gauge theory entirely 
based on Hamiltonian classical mechanics. 
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III. CANONICAL AND GAUGE TRANSFORMATIONS 

The canonical transformations are changes of phase 
space coordinates 

q,i = q'i(qj, p), p; = p;(qj, p), 

so that the 1 form pdq - p'dq' is an exact form 

Pidqi - p; dq,i = dS(p,q). 

(3.1) 

(3.2) 

These transformations preserve the canonical form of Ham
ilton's equations. 

In a 2n dimensional phase space, Arnold1o shows that 
all the canonical transformations can be generated by a mini
mal system Y I of 2 n types of generating functions 
F(q,p;,q,j) in which 

q = (ql ... qn), p; = (p; ... P,' ), , , 

q,j=(q,j' ... q,j" '). (3.3) 

Here, (i1 ... ik)UI ... jn _ k) designates one partition of the set 
(1...n) in two disconnected subsets. The number of these par
titions is 2 n. 

The generating functions F (q, p; ,q' j) have to satisfy 

det( ifF )*0, (r' = p;,q'i). aqar' (3.4) 

Except for this restriction, the generating functions are arbi
trary. The functions FI (q,q') and F2 (q, p') (Leech'sll or 
Goldstein'sl2 notation) belong to this minimal system Y I' 
The identity is generated by a function of type F2 : 

(3.5) 

However, no generating function of other type belong
ing to the minimal system Y I can generate the identity. 
Indeed, the independence of the variables involved in the 
other types of generating functions belonging to Y I is ir, 
consistent with the identity. Then we deduce that all the 
canonical transformations continuously connected with the 
identity admit a generating function of the type F2 (q, p'). 

Up till now, we have only used this minimal system .;1'1 
associated with (q \ ... q n) but it is obvious that we can choose 
among 2n minimal systems Y s (s = 1...2n) associated with 
the 2n systems of variables: 

(3.6) 

where (l\ ... lh)(m\ ... m n _ h)' as previously, designates one 
partition of (1...n) in two disconnected subsets. In this way 
we obtain 2n·2n = 4n types of generating functions 
F (p /,qrn, p; ,q' j ) constituting a nonminimal system. 

It will be convenient, for reasons that will appear in the 
next section, to use the minimal system Y 2" composed of 
generating functions of the type F(p,p;,q,j). The function 
F3 (p,q') and F4 (p,p') (Leech's or Goldstein's notation) be
long to the minimal system Y 2"' The identity is generated in 
this system only by a function of the type F3 : 

(3.7) 

As previously, we deduce that all the canonical transforma
tions continuously connected to the identity can be generat
ed by functions of the type F3 (p,q'). 
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In the usual gauge theories, transformations are con
tinuously connected to the identity. This leads us to consider 
as gauge transformations only the canonical transforma
tions continuously connected to the identity. Let us empha
size that they will be all generated by functions of the type 
F3 (p,q'). Let us expand the functionsF3 (p,q') in power ofp: 

( ' , JF3 , 
F3 p,q) = FiO,q) + -a (O,q) Pi + .... (3.8) 

Pi 

Suppose, for some reason, that we may neglect the terms of 
second order; the equation (3.8) can be written 

Fi p,q') = - a(q') - gj(q') p j' (3.9) 

The functions a(q') and gj(q') may be chosen arbitrarily ex
cept for the restrictions analogous to Eq. (3.4) assuring that 
Eq. (3.9) generates a change of coordinates in phase space, 
Indeed, the equation (3.9) gives 

FiO,q') = - a(q'), JF3 (O,q') = _ gi(q'). (3.10) 
JPi 

Let us remark that the first order is the lowest one from 
which the development may be stopped; the zero order can
not follow the conditions analogous to Eq. (3.4). Now let us 
put together the results obtained in this section; we shall get 
the following conclusion: To the first order approximation in 
momentum, all the canonical transformations continuously 
connected with the identity can be generated by Eq. (3.9). 

In the following section we are to justify physically the 
rightness of the first order approximation. The transforma
tions continuously connected with the identity generated by 
Eq. (3.9) will be considered as gauge transformations. 

IV. GAUGE THEORY IN HAMILTONIAN CLASSICAL 
MECHANICS: THE ELECTROMAGNETIC AND 
GRAVITATIONAL FIELDS 

Let us consider a Minkowski space (x U) to which one 
associates an eight dimension phase space (x u, p u). The 
equations of motion of a free particle are Hamilton's 
equations 

(4.1) 

where the Hamiltonian" 

Ho = (l/2m)Pa Pf3 1Juf3, (1J
uf3 = - 1,1,1,1) (4,2) 

is a scalar quantity and "T' designates the proper time 

(4.3) 

In order to consider cannonical transformations in that eight 
dimension space, we suppose "T' is an evolution parameter 
external to the space time. We shall give it back its meaning 
of proper time at the last moment to solve the equations. So 
the relation between the external parameter "T' and space
time is similar to the relation between Newtonian time and 
space. Therefore, the theory of canonical transformations is 
identical with the usual theory. It is even simplified, since the 
parameter "T' will never occur in the transformations. 

Let us consider the canonical transformations in this 
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eight dimension phase space 

p'l-' = p'l-'(xa, Pa)' 

In the new system, the equations of motion become 

d , 
drPI-'= 

where 

d aH' -x'l-' = __ 0 

dr ap~ 

Hb(x'l-',p~) = Ho(xa,Pa)' 

since r does not occur in Eq. (4.4). 

(4.4) 

(4.5) 

(4.6) 

Let us choose now a system of units in which the mass 
unit is very large (the mass M of the universe, if it exists), the 
unit of velocity being naturally c, the velocity oflight in emp
ty space. Conjugate momenta, which in the case of the free 
particle become identical with linear momenta and energy, 
tum out to be very small quantities in usual physical experi
ments. Then one may consider the first order approximation 
in p, exposed in Sec. III. All the canonical transformations, 
continuously connected with the identity, can be generated, 
to this approximation, by 

(4.7) 

The canonical transformations (4.4) generated by Eq. 
(4.7) are given by 

aF3 aa Boa 
P~ = + 0 P 

- ax'l-' = ax'l-' ax'l-' a' 

(4.8) 

Let us put 

x U = g U(x'l-') = xa(x'I-'), (4.9) 

the equations (4.8) and their inverses are written 

P~ = aa + ax
u 

Pa' x a = XU(x'I'), 
ax 'I-' ax'l-' 

(4.10) 

Pu = ~:= (p~ - ;~I-'). x'l-' = x'I-'(XU), 

respectively. By using Eqs. (4.6) and (4.10), we may now 
write the Hamiltonian of the new system as follows: 

H' _ 1 (, aa)( , aa) ax'l-' 
0- 2m PI-' - ax'l-' Pv - ax'v axa 

(4.11) 

In this expression the derivatives ax'l-' / axa must naturally be 
functions of x'. 

By comparing Eqs. (4.2) and (4.11), it is obvious that 
the Hamiltonian is not form invariant under the transforma
tions generated by Eq. (4.7). If one considers these transfor
mations as gauge transformations, this in variance will be 
obtained by a minimal coupling principle: In the Hamilton
ian H b, one substitutes the fields G ~(x') for the derivatives 
atp(x')/ ax'" coming from the gauge transformation. These 
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are gauge potentials whose variance will enable us to obtain 
the form invariance of the Hamiltonian. The latter will be 
named the substitution Hamiltonian. 

In the Hamiltonian (4.11) it is therefore possible to per
form the substitution 

aa(x') B '( ') 
~ I-'x. 

ax'l-' 
(4.12) 

On the other hand, the derivatives ax'l-'/axu cannot be re
placed immediately. Their definitions are not consistent 
with those we gave in the minimal coupling principle, but 
algebraic expressions of these derivatives are. 

As matter offact we have 

It is therefore possible to introduce V'" v (x') by the 
substitution 

ax
U 

V'" ( ') ~ vX' 
ax'v 

One can define V' U I-'(x') such as 

The relations (4.13), (4.14), and (4.15) then give the 
substitution 

(4.13) 

(4.14) 

(4.15) 

a 'I-' 
2-~v'"I'(x'). (4.16) 
axa 

We may write now the substitution Hamiltonian, that is to 
say, after suppressing primed variables: 

H = (l/2m)(pp. - Bp.)(Pv - B,,) Val-' V,/7]u{3. (4.17) 

Let us examine the variance of this Hamiltonian under 
a canonical transformation generated by a generating func
tion (4.7). By using again the equations (4.10), we obtain 

H' = (_1 )[ ax'A (pJ. _ ~) -B ] 
2m ax!-' ax'A I-' 

x[ ax'p (p, _ aa ) -B ]v I-'v v7]u{3 (4.18) 
axv Pax' P "u {3 

or equivalently 

H' = (_1 )[pJ. _ ~ -BE aXE] 
2m ax'A ax'A 

X [p~ - aa _ BK ax
K 

] x ... 
ax'p ax'p 

a 'A a 'P 
X ~vl-'~V" a{3 

ax!-' U ax" p 7] . 

If we define 

B'( ')- axE B aa 
A x - ax'A E + ax'A' 

a 'A 
V' A (x') = 2- V A 

U ax!-' a' 

then the Hamiltonian is written 

(4.19) 

(4.20) 

(4.21) 

H' = (l/2m)(p~ - B ~)(p; - B ;)V'a A V'pP 7]af3. 
(4.22) 

The comparison of Eq. (4.22) with (4.17) shows clearly the 
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formal invariance of the substitution Hamiltonian on the 
condition that the gauge potentials should be transformed 
jointly according to Eqs. (4.20) and (4.21). 

Let us interpret now the gauge potentials. The equation 
(4.20) shows that the gauge B" is transformed, except for a 
gradient, as a covariant vector under a general transforma
tion of space-time, which agrees exactly with the properties 
of the electromagnetic potentials. The equations (4.21) show 
that the Va" constitute four vector fields which can easily be 
interpreted. In Minkowski space (our starting point), the 
element of length is 

ds2 = -flaP dxa dxP. (4.23) 

The transformations generated by Eq. (4.7), changing a sys
tem of rectilinear coordinates (x a) into a curvilinear system 
(x'''), allow us to write 

d a _ ax
a 

d '" x - -- X • 
ax'" 

Then the element oflength (4.23) is written 

ds2 __ ax
a 

axP d '" d ", _1'1 p---- X X 
'Ia ax'" ax'" 

- gb"" dx'" dx'''. 

(4.24) 

(4.25) 

where gb"v designates Minkowski's metric expressed in cur
vilinear coordinates. The substitutions (4.14) and (4.16) 
translate the metric gb"" expressed in Eq. (4.25) into 

g~" = flaP V'a" V'P" . (4.26) 
This allows us to interpret g "vas a Riemannian metric 

associated with tetradl4 fields va" or (Va"). The substitution 
Hamiltonian is given the form 

H = (l/2m)(pp - B)(pv - BJg"". (4.27) 

If we define A p as 

B" = eA", (4.28) 

where e designates an electrical charge, which gives to A" 
the dimension of an electromagnetic potential, we obtain the 
Hamiltonian of a charged particle in the presence of electro
magnetic and gravitational field 

H = (l/2m)(p" - eAp)(pv - eAJg"v. (4.29) 

The equations of motion are 

d aH d" aH -p =--, -x =--, 
dr" ax" dr a Pp 

(4.30) 

where H is given by Eq. (4.29) and 'T' now recovers its signifi
cance of proper time 

dr = - g"v dx" dx". (4.31) 
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From the equations (4.30) and (4.31), it is easy to obtain 
the well known equations of a charged particle in a gravita
tional field g "V and, in the presence of an electromagnetic 
field F"v = a" Ay - ayA", 

m( d~A +! ~"J upu,,) = gAPeFp ,pa; (4.32) 

U A = dxA 
/ dr is the four-velocity and I ~v J designates 

Christoffel's symbols. 

V. DISCUSSION 

Thus, we have defined a gauge theory in Hamiltonian 
classical mechanics in a perfectly autonomous way. In fact, 
this theory is not a complete one since in this work we never 
dealt with the equations of evolution of gauge fields. Howev
er, it is well known that they are governed by the equations of 
Einstein and Maxwell. In our opinion, the essential result of 
this paper is to point out, in the perspective of gauge theories, 
the necessary existence of long range interactions: the elec
tromagnetic and gravitational fields. The result turns out to 
be even more precise: We've only found those two fields, 
which is satisfying in classical mechanics. 

Let us note, however, that we used a first order approxi
mation in p. This leads us to suppose that, if we had not 
assumed its validity, we could have found some new physical 
features (whether some small effects in the existing fields, or 
other fields). However, this raises difficult problems which 
we shall not evoke here and that we set aside for a further 
work. 
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The quasiprobability distributions (QPD) introduced by Cahill and Glauber much simplify 
calculating the density operator of the output of a linear quantum channel from the density 
operator of the input when the channel attenuates and is corrupted by thermal noise. This 
channel models, for instance, an attenuator viewed as a simple harmonic oscillator in contact 
with a heat bath, or the relation between the radiating field mode in the aperture of a transmitter 
and the field mode it excites at the aperture of a distant receiver. It is shown how the attenuation 
and the noise in the channel modify the dependence of the QPD on the ordering parameter s. The 
form of the QPD at the output indicates that the greater the attenuation, the more nearly the 
state of the output resembles a classical state. Indeed, the addition of thermal noise contributing 
on the average only one photon suffices to convert an arbitrary unimodal state into a classical 
state. The principal result of the paper is applied to determining the output of a quantum channel 
whose input mode is in a generalized coherent state. 

1. THE QUASIPROBABILITY DISTRIBUTION 

The quasi probability distribution (QPD) was intro
duced by Cahill and Glauber I as a comprehensive represen
tation of the density operator P of a one-dimensional quan
tum system, and they showed how it could be used to 
evaluate expected values of variously ordered functions of 
the photon annihilation and creation operators a and a + . 
The QPD W(a,s) is defined by 

W(a,s) = Tr[ P T(a,s)], (1.1) 

where a = ax + ia y is a complex variable and the operator 
T(a,s) is the two-dimensional Fourier transform of the s
ordered displacement operator 

D(S,s) = exp(!sls 12)D(S) 

= exp( sa + - S * a + !sls 121), (1.2) 

that is, 

T(a,s) = f D(S,s)exp(as*-a*s) d2 Shr 

= J exp[S(a+ -a*I)-S*(a-al)+!slsI21] 

Xd2S/'fT, (1.3) 

in which, as in all integrals here, the integration is carried 
over the entire plane of the complex integration variable; 
d2s = dSx dSy and 1 is the identity operator. The density 
operator P can inversely be expressed as 

P = f W(a,s) T(a, - s) d 2a/ 'fT. (1.4) 

The parameter s is called the ordering parameter; s = 1 
corresponds to normal ordering, s = 0 to symmetrical order
ing, and s = - 1 to antinormal ordering of the operator 

aThis research was carried out under Research Grant ENG 77-04500 from 
the National Science Foundation. 

functions of a and a + being averaged. The mathematical 
properties of the QPD W (a,s) as a function of the continuous 
parameter s were thoroughly explored by Cahill and Glau
ber. For s = - 1, in terms of the familiar coherent states 
la), the QPD is 

W(a, - 1) = <al pia), (1.5) 

which always exists and is nonnegative; W(a,O) is the 
Wigner distribution; 2 and if a P representation of the density 
operator exists, its P representative is 

P(a) = W(a, 1)/ 'fT. (1.6) 

It is the behavior of the QPD W(a,s) as s approaches 1 
through real values in - 00 < s < 1 that is of primary inter
est. Here we shall show how the QPD can be used to simplify 
calculating the density operator PI at the output of a linear 
quantum channel subject to thermal noise when the density 
operator Po of the input is given. The attenuation and the 
noise in the channel significantly alter the dependence of the 
QPD on the ordering parameter s. 

2. THE LINEAR QUANTUM CHANNEL 

The linear quantum channel was introduced by Taka
hasi 3 in extending the calculations of photon statistics for 
attenuators and masers initiated by Shimoda, Takahasi, and 
Townes. 4 At the input to the channel are a principal mode 
and a parasitic mode, which can be considered as coupled 
quantum harmonic oscillators whose states are situated in 
Hilbert spaces JYo and JYo, respectively. Operating on 
states in JYo are the photon annihilation and creation opera
tors a and a + , and the density operator of the principal 
input mode ispo . Operating on states in JYo are the annihila
tion and creation operators a' and a' +, and the density oper
ator Po of the parasitic input mode is that of a harmonic 
oscillator in thermal equilibrium with a heat bath, 
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pb = (1T N)-I f exp( -laI 2IN)la> <al d 2a, (2.1) 

where N, the mean number of thermal photons, is related to 
the absolute temperature Y through the Planck formula, 

N= [exp(hvlkY)-I] -I, 

hv being the photon energy and k Boltzmann's constant. The 
density operator of the pair of input modes is Po ® pb in the 
product cW' 0 ® cW'b of the Hilbert spaces. 

At the output of the quantum channel are a principal 
mode, for which the annihilation and creation operators are 
band b + , and a parasitic mode, for which the annihilation 
and creation operators are b ' and b' + . These operators, 
which act in the product space cW'o ® cW'b, are related to 
those for the input through the unitary transformation 

b=Ka®I'+K'I®a', b= -K'a®I'+K*I®a', 
(2.2) 

where 1 and I' are the identity operators in cW'o and cW'b, 
respectively. We call K the transmittance, and we define 
K' = (1 - IKI2y12 as real. Because the pairs a, a + and a', 
a' + obey the usual commutation rules 

[a,a + ] = aa + - a + a = 1, 

[a',a'+] =a'a'+ -a'+a'=I', 

so do the pairs b, b + and b " b' + , 

[b,b +] = [b',b'+] =1®1', 

and band b ' commute 

[b,b'] = [b,b'+] = [b +,b'] = [b +,b'+] =0, 

all by virtue of (2.2). 
The eigenstates of the number operators a + a and a' + a' 

form orthogonal bases in cW'o and cW'b, respectively, their 
products constituting an orthogonal basis in cW' 0 ® cW'b. We 
can construct an alternative basis for this product space by 
operating on its ground state 10) with various powers of b + 

andb' , 

where Im>b and In>b' are the eigenstates ofthe commuting 
number operators b + band b' + b " respectively. The prod
uct space cW' 0 ® cW'b can thus alternatively be represented by 
the product cW'1 ® cW'; of Hilbert spaces whose orthogonal 
bases are the sets Im>b and In>b' of number eigenstates, re
spectively. The space cW'1 bears the states ofthe principal 
output mode; cW'; bears those of the parasitic output mode. 
In these spaces the identity operators are Ib and 11" respec
tively. We can then replace band b' in (2.2) by b ® 11" and 
Ib ® b', with band b' photon annihilation operators in cW'1 
and cW';, respectively. Inversely, the original annihilation 
operators are given by 

a®I' =K*b®I;', -K'lb®b', 

l®a'=K'b®I;',+K1b®b'. (2.3) 
The principal input mode might represent a harmonic 

oscillator at the moment it is placed in thermal contact with 
a heat bath. The effect of the heat bath is accounted for by the 
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coupling with the parasitic mode, whose density operator is 
pb of (2.1). The principal output mode then represents the 
oscillator at a later time t, and the transmittance K equals 
exp( - r t ), where r characterizes the rate of conversion of 
coherent energy into heat. In this way the linear quantum 
channel models the behavior of an attenuator. 3.5 

Alternatively, the principal input mode might be the 
radiating mode of the field in the aperture of a transmitter, 
and the principal output mode might be the field mode it 
excites in the aperture of a distant receiver. The parasitic 
input mode then represents the environment as it contributes 
thermal noise, and the parasitic output mode represents the 
sink of transmitted energy that misses the receiving aper
ture. 3 In both examples, the density operator of the parasitic 
output mode must be calculated by forming the trace over 
the states in the space cW'; of the parasite. 

3. THE OUTPUT QUASIPROBABILITY DISTRIBUTION 

The state of the output of the quantum channel can be 
calculated from the input state Po ® pb by the method de
scribed previously 6 for handling the R -representation of the 
density operators of coupled harmonic oscillators. It is easier 
to employ their quasi probability distributions, and we shall 
derive a simple formula for the QPD of the output density 
operator p I in terms of that of the input density operator Po . 

The state of the combined input modes is 

Po®pb= f f Wo(a,s)Wo'(a',s)T(a,-s)®T'(a',-s) 

Xd 2ad 2a'lr, (3.1) 

where T'(a',s) is defined in terms of the operators a', a' + by 
an equation like (1.3). By a formula of Cahill and Glauber's 
[Ref. 7, Eq. (6.25)J, we can write 

T(a, - s) ® T'(a', - s) 

= 4(1 + s) - 2exp[ln (S - 1) [(a + - a*I)(a - al) 
s+ 1 

® I' + 1 ® (a' + - a'*I') (a' - a'l')J ]. (3.2) 

Defining the complex variables p, P , by the transformation 
like that in (2.2), 

P = Ka + K' a', P' = - K' a + K*a', (3.3) 

we find by (2.3) 

(a + - a*l) (a - al) ® I' + 1 ® (a' + - a'*I') (a' - a'I') 

= (b + - P*lb)(b - Plb)® II, 

+ Ib ® (b' + - P *1;')(b' - Plb). (3.4) 

In the transition from input to output of the quantum 
channel, the pair of operators a, a' is transformed into the 
pair b, b' given by (2.2); and the operator T(a, - s) 
® T'(a', - s) goes into 

T(P, - s) ® T'(P', - s) 

= 4(1 +S)-2exP[ln C ~ ~) (b + - P*lb) 

X(b- Plb)®lb +lb ®(b'+ - P*lb) 

X (b' - Plb) ]. 

Carl W. Helstrom 

(3.5) 
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The density operator of the pair of modes at the output of the 
channel is then 

P f= J J Wo(a,s) Wo'(a' ,s)T({3, - s) ® T'({3', - s) 

X d 2a d 2a'/"r, (3.6) 

with {3, {3' given by (3.3) in terms of a, a'. 
The parasitic mode described by states in the space £"; 

being unobserved, the density operator PI of the principal 
output mode is found by taking the trace of Pi over those 
states. SinceTr T'({3', -s) = 1, we find 

PI = J f Wo(a,s) Wo(a',s)T(Ka + K'a', - s) 

Xd 2a d 2a'/"r. (3.7) 

The QPD of the density operator PI is therefore, by (1.1) 

WI (y,s) = Tr[pi T( y,s)] 

= f f Wo(a,s) Wo(a',s) 

X tf2)( Y - Ka - K'a') d 2a d 2a'!1r 

= f Wo(a,s)Wo(K' -I(y - Ka), s) 

X d 2a!1rK'2, 

since by [Ref. 7, Eq. (6.40)], 

Tr[T({3, -s) T(y,s)] = 11'8(2)({3- y) 

in terms of the two-dimensional delta function. 

(3.8) 

The QPD of the density operator Po of the parasitic 
input mode, given in (2.1), is 

Wo(a',s) = 2(2N + 1 - s) - I exp[ - 2Ia'1 2/(2N + 1 - s)] 
(3.9) 

by [Ref. 1, Eq. (7.8)], and we can write (3.8) as 

WI ( y,s) = 2(2N + I - s) - I f Wo(a,s) 

( 
21KI21a -K-

I Y12) dZa 
Xexp - --

K'2(2N + 1 - s) 11' K'2 

= 21KI- 2(S - r) - If Wo(a,s) 

X exp [-2Ia-K-IyI2(S- r)-I]d 2a/11', 

where r is defined by 

IKI2(S - r) = K'2(2N + 1 - s) 

or 

r = 1 - IKI - 2(1 - s + 2NK,2). 

By Cahill and Glauber's displacement formula 

Wo(f3,r) = 2(s - r) - I f Wo(a,s) exp [ - 21a - 131 2 

X (s - r) - I] d 2a/ 11', Re r < Res (3.10) 

[Ref. 7, Eq. (6.41)], we finally obtain for the QPD of the 
output density operator PI 
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WI ( y,s) = IKI - 2 Wo(Y/K,1 - IKI - 2(1 - S + 2NK'2». 
(3.11 ) 
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The term 2NK' 2 on the right-hand side represents the 
addition of Gaussian random noise from the heat bath or the 
environment. A model for the addition of such noise to an 
oscillator with initial density operator P determines the final 
density operator P' by 

P' = f Pn(a)D(a)pD +(a)d 2a, (3.12) 

where 

Pn(a) = (11' No) - I exp( - lal 2/ No)' 

No is the mean number of noise photons added, and D (a) is 
the displacement operator 

D (a) = exp(aa + - a*a). (3.13) 

By using (1.1), (3.9), and the displacement formula (3.10), it 
is not hard to show that the QPD's of P and P' are related by 

W'(a,s) = W(a,s - 2No). (3.14) 

In (3.11), No = NK' 2, as is to be expected from (2.3). 
The QPD Wo(a, - 1) = <al pola) is always nonnega

tive and free of singularities. I If we rewrite (3.11) as 

WI ( y,1 + 2K,2N - IKI2(1 - r» = IKI- 2 Woe y/K, r) 
(3.15) 

and put r = - 1, we see that for any transmittance K, 

WI ( y, 1) = PI (y)/ 11' will be nonnegative and free of singu
larities for a sufficiently large noise level, N> IKI2/ K' 2. [If 
WI ( y,s);> 0 for any real value ofs, the displacement formula 
(3.10) shows that WI ( y, r);>O for any real value of r less 
than s.] Ifwe call a state with a nonnegative and well-be
haved P representative a "classical state," we conclude that 
the addition of sufficient thermal noise will turn an arbitrary 
initial state into a classical state. 

In interpreting (3.11) further, we take N = 0, writing it 
as 

WI ( y,s) = IKI- 2 Wo( y/K,1 - IKI- 2(1 - s». (3.16) 

Putting s = 1, we see that if the input density operator Po 
possesses aPrepresentation, so does the output density oper
ator PI' and by (1.6) their P representatives are related by 

P I( y) = IKI- 2 poe y /K). 

The complex amplitudes of the mixture of coherent states at 
the input, 

Po = f PoCa)la) <al d 2a , 

contract by the transmittance K, as is to be expected. If, on 
the other hand, Wo (a,s) is singular at s = 1, so that no P 
representation exists for the input density operator po, none 
will exist for the output density operator PI when N = O. 

Putting N = 0, r = - 1 into (3.15), we obtain 

WI (y,1 - 21K12) = IKI- 2 Woe Y /K, - 1) 

= IKI-2( y /KIPol y/ K). (3.17) 

The right-hand side of this equation is always nonnegative, 
and by (3.10), therefore, WI ( y,s);>O for s";: 1 - 21K12. Thus 
the QPD WI ( y,s) is nonnegative at least over a segment of 
the Res axis whose right-hand end approaches the point 
s = 1 as IKI2 decreases to zero, the statepi of the output ap-
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proaching closer and closer to a classical state. 
The nature of this approach to a classical state can be 

understood by comparing PI with a density operator pi 
whose P representation is 

pi =IKI- 2 f (yIKIPolyIK) Iy) (yld 2 yl1T 

= f (alpola)IKa) (Ka ld 2aI1T. (3.18) 

This density operator represents a classical state whose P 
representative is 

(3.19) 

Its QPD, at all values of s for which WI (a,s) exists, is by 
(3.10), 

WI'(a,s) = WI(a,s - 21K12) 

= f K(la - Pi) WI(P,s) d 2 p, 

K (x) = 17' - IIKI- 2 exp( - x 2/IKI2). (3.20) 
To prove this, we note that (1.6), (3.17), and (3. 19) imply 

(3.20) for s = 1. Thence the displacement formula (3.10) im
plies (3.20) for values of s with Res < 1, whereupon analytic 
continuation extends it to all portions of the s plane where 
WI (P,s) exists. As IKI 2--+o, the kernel K (Ia - Pi) ap
proaches the two-dimensional delta function 8 (2)(a - P). 

If as IKI2 -0 we imagine increasing the mean number of 
photons in the input state, while preserving the form of its 
density operator and keeping the mean number of photons in 
the output state fixed, the density operator pi defined by 
(3.18) approaches the true output density operator PI in the 
sense that 

(3.21) 

The proof is given in the Appendix. If the states Ix n > form an 
orthogonal basis, 

I<x nl(Pi - PI)I X m>1 2 
= ITr [(pi - PI)I X m> <x nl) 12 

<Tr(pi - PI)2 Tr(1 X m) 

X <X nl X n) <X ml) 

= Tr(pi - PI)2 = O(IKI2) 

by the Schwarz inequality. Thus in this limit the matrix ele
ments of the operator pi in any orthogonal representation 
approach those of the operator PI' 

l<x nl pilx m) - <X nl pt\ X m)1 = O(IKi). 

As the number of photons in the input state becomes larger 
and larger with the decrease of the transmittance K to zero, 
the state it induces at the output of the linear quantum chan
nel becomes ever more difficult to distinguish from a classi
cal state, that is, from a mixture of coherent states with a 
nonnegative density 

P i( y) = IKI- 2< yl KI Pol y I K). 

If the input state possesses a P representation whose P 
representative Po (a) is negative in part of the complex a 
plane, the P-representative PI (a) of the output state will also 
be negative somewhere, and it cannot be approximated by 
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pi, for which P i(a);;>O everywhere. If PI (a) < 0 for some 
values of a, however, as shown by Picinbono and Rous
seau, 8 the operator Po in (3.18) with 

Po(a) = IKI 2P I(Ka) 

cannot be a density operator for arbitrarily small values of 
14 and the passage to the limit IKI--+o contemplated here 
cannot be carried out. Eq. (3.20), with s = 1, indeed fur
nishes an alternative proof of their result. 

If we compare (3.20) with (3.14), we see that the ap
proximate classical state pi at the output could be created 
from the actual state PI by the addition of thermal noise 
bearing an average number No = IKI2 of photons. Even at 
the input (K = 1) the addition of thermal noise contributing 
an average of only one photon suffices to tum any arbitrary 
state Po into a classical state. The relative insignificance of 
that one photon when the state Po itself carries a large aver
age number of photons accords with the common belief that 
fields with a larger number of photons in each mode behave 
essentially like classical fields. 

4. THE ATTENUATION OF A GENERALIZED COHERENT 
STATE 

To illustrate the usefulness of (3.11) we apply it to cal
culating the density operator at the output of a linear quan
tum channel when the input mode is a generalized coherent 
state of the kind described by Stoler 9 and Lu. 10 The proper
ties of such states I Po 'Jlo' vo> were extensively treated by 
Yuen. II They are the right-eigenstates of the operator 

I-lo a + Vo a + , where I-l~ - I vOl2 = 1, 

(I-laa+ voa+)IPo;l-lo,vo)= PoIPo;l-lo,vo), (4.1) 

and for I-lo = I they reduce to the ordinary coherent states 
I Po)· (We assume I-lo real throughout.) From [Ref. 11, Eq. 
(3.20)], 

(al Po;l-lo, vo) = I-lo -112 exp [ -11a12 -11 Pol2 

+ (ap't + 1 v't P~ -1 voa·
2)1 I-ll· 

(4.2) 

Hence by (1.5) 

with.8o = I-lo Po - Vo p~. TheQPD Woe y,s) for arbitrary 
s is found by substituting (4.3) into the displacement formula 
(3.10) with P replaced by y, l' replaced by s, and s replaced 
by - 1. Upon evaluating the Gaussian integral one obtains 

Woe y,s) = {[I-l~ -!(1 + S)]2 - I-l~ Ivo 12}-1I2 
X exp{{[jL~ - !(1 + s) y -I-l~ 1 Vo 12}- I 

X ([!(1 + s) - 1-l~]1 y- .801 2 
- !I-lo~ 

X (y - .80)2 -! I-lo vo( y* - .8 ~)2}} (4.4) 

The integration of (3.10) here requires Res < - 1, but by 
analytical continuation the result is valid everywhere in the 
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complex s plane when it is cut along the real axis in 
S2 <Res<sl' with 

sl=(f-lo+lvoI)2>1, S2= sl-I=(f-lo-lvol?<l. 

For /30 = 0, (4.4) reduces to [Ref. 1, Eq. (7.41)], Cahill and 
Glauber having already noted the interesting analytical 
properties of the QPD of this type of state. Outside of the cut 
the QPD is real and positive for all real values of s. 

If the principal mode at the input of a linear quantum 
channel is in such a generalized coherent state, the QPD 
WI ( y,s) of the density operator PI at the output is obtained 
by substituting (4.4) into (3.11). This QPD WI ( y,s) is ana
lytic over the s-plane cut in 

S2< Res<s;, 

where 

s; = K,2(l + 2N) + IKI2 sl> S2 = K,2(1 + 2N) + IK1 2s2. 

The cut is now shorter by a factor IKI2 and shifted toward 
larger values of s by an amount depending on the noise. 
When N = 0 the cut still includes the point s = 1. 

The output density operator PI' as we shall prove, can 
be written as 

PI =U(f-l,v)p(ti)U+(fl-,v), (4.5) 

where 

p(ti) = (7TN') - If exp( -Ia -tiI2/N')la) <ald 2a 

(4.6) 

is the density operator of a harmonic oscillator containing 
both a coherent signal of complex amplitude ti and thermal 
noise contributing an average number N' of photons, and 
U (f.l, v) is the unitary operator transforming the annihilation 
operator a into f.la - va + , 

U + (fl-,v)aU(f.l,v) = fl-a - va +, 

U+(fl-,v)a+U(fl-,v)= fl-a+ -v*a, (4.7) 

withfl- 2 - Ivl 2 = 1. The parametersfl-, v, N', and ti of the 
output statepl in (4.5) are given by the equations 

N'fl-2 + (N' + 1)lv1 2 = IKI21vol2 + K,2N, (4.8) 

(2N'+ 1)fl-v=~fl-oVo, (4.9) 

that is, 

PI = (7TN,)-1 f exp( -Ia -tiI2N')la;,u,v> <a; f.l,vld 2a. 

(4.12) 

To prove (4.5), we use (1.1) to determine the QPD 
WI ( y,s) and equate the result with (4.4) after its substitution 
into (3.11). Now 

Wt ( y,s) = Trpi T( y,s) 

= Tr[U(,u,v)p(ti)U + (,u,v)T( y,s)] 

= Tr[ p(li)U + (,u,v)T( y,s)U(,u,v)] 

= Tr[ p(ti)T( y,s;,u,v)], (4.13) 

where by (1.3) 

T( y,s;f.l,v) = U + (f.l,v)T( y,s)U(f.l,v) 

= I exp( Ys* - Y*s + ~ sis 12) 
xU + (,u,v) D(S)U(,u,v) d2s / 7T 

= J exp( Ys* - Y*s + ~ sis 12) 

X D(,us+VS*)d2s/1T (4.14) 

since by (4.7) and (3.13) 

U + (f-l,v)D(S)U(f-l,v) 

= exp[s(f-la + - v·a) - s·(f-la - va +)] 

= D(,us + VS*) = D( r), (4.15) 
r = ,uS + VS*· 

After substituting (4.14) into (4.13) we must evaluate 

Tr[p(li)D(r)] =(7TN')-1 J exp[ -la-tiI2/N'] 

X (a)D(r»)a)d 2a 

= (7TN')- J I exp( - N' - Jla _li12 

+ a*r - r *a -1IrI2) d 2a 

= exp[li*r -tir* -1 (2N' + 1)lrI2]. 
(4.16) 

li = ilK Po + VK* Po * , (4.10) Combining (4.13) and (4.14) and using (4.16) we obtain 

in terms of the parameters ,uo , Vo , and Po of the input. If for 
simplicity we take Vo and K real, (4.8) and (4.9) can be solved 
by determining 8 from 

2K,uo Vo 
tanh28 = ---~-=---

2K,2N+ 1 +~Vo' 

whereupon 

f-l = cosh8. v = sinh 8, 

2N' + 1 = ~ ,uo Vo Isinh 28. 

Equations (4.5) and (4.6) show that the output statepl pos
sesses a P representation in terms not of the usual coherent 
states la>. but ofthe generalized coherent states 

la;,u, v) = U(,u,v)la), (4.11) 
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WJ( y,s) = J exp[ YS * - y*S + 1 sis 12 + li*(f-lS + vs *) 

-ti(,uS* + v*S) - (N' + 1)I,us + VS*12] d2s / 7T 

= I exp{( r - A. )s * - ( y* - A. *)s 

- [(N' + 1)(,u2 + Iv1 2
) -1S] Is 12 

- (N' + 1) ,uvS·2 - (N' + 1),uV*S2} d2s / 7T 
(4.17) 

after some algebra, where 

A = Tr(pla) = ,uti - vti*. (4.18) 

After evaluating the bivariate Gaussian integral, we find for 
theQPD 
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WI (r,s) 
= M - 112 exp( - M - I{[(N' + 1) (J.lz + IvIZ) 

-1s]Iy'lz + (N' + 1)J.lv·r'z 
+ (N' + 1)J.lV[PW:y'·:2]l), (4.19) 

where 

y' = r- A, 

M = [(N' + 1) (J.lz + IvIZ) -1sF - (2N' + l)Z J.lzlvlz. 
(4.20) 

When (4.4) is substituted into (3.11), we find 

WI ( r,s) = ([,u~ - l(s' + 1) Y -,u~ Ivo IZ}- IIzlK I - Z 

Xexp({[p~ - l(s' + l)]Z - J.l~ Ivo IZ}- I 

X {[l(s' + 1) - J.l6 ]IK- I r - Po IZ - !,uovo 
X (K· - I r· - P t)Z - 1 J.lo Vo • 

X(K- I r - Po)Z}) 

with s' = 1 + IKI- Z(s - 1 - 2NK'Z). Equating correspond
ing tenns in (4.19) and (4.20) we obtain (4.8), (4.9), and 

A = J.l0 - vo· = K Po. 
Solving this last equation and its complex conjugate for 0 
yields (4.10). In Ref. 12 (4.5)-(4.10) were derived for N = 0 
by using the R-representation and the method of Ref. 6; the 
calculation was far more tedious than this. 

When they carry a large average number of photons, 
these generalized coherent states manifest the similarity to 
classical states mentioned at the end of Sec. 3. This similarity 
is illustrated by the behavior of the "bunching ratio" 

R = [Tr(poG + zaZ
) - <ni]l<ni, 

<n) = Tr(poG + a). 
It is known II that R can be negative ("antibunching") for 
such states if the parameters J.lo , Vo' and /30 are appropriate
ly chosen. It can be shown, however, that when the average 
number 

<n) = I PolZ + IVol2 

of photons is large, the minimum attainable value of this 
ratio R is approximately equal to - < n) - I and goes to zero 
as the average number <n) increases without bound 13. If the 
input to a linear channel is in such a generalized coherent 
state, the bunching ratio of the state of the principal output 
mode will be the same as that of the input, but the mean 
number of photons upon which to try to observe antibunch
ing will be less by a factor of IKlz. 

APPENDIX 

To prove (3.21), that 

Tr(PI' - Plf = Tr p't - 2Tr pi PI + Trpt = o(IKI2) 
(AI) 

as IKI2~, we evaluate each tenn by means of a general for
mula for the trace of the product of two arbitrary density 
operatorsPI andpz in terms of their QPD's, 

Tr(PI pz) = f f WI(a,sl) Wi/3,S2) Tr[ T(a, - SI) 

X T(/3,-s2)]d zad z/3l-rr 

=2(sl +SZ)-I f f WI(a,sl) WZ{/3,sz) 
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X exp ( - 21a - /3IZ) d Za d Z/3 1 -rr (A2) 
Sl +sz 

by (1.4) and [Ref. 7, Eq. (6.39)], the real part ofs i + S2 being 
positive. Thus with Sl = Sz = 1, 

Tr PI'Z = f I Wi (a,l) w; (P,l) exp( - la - P IZ) 

X d Za d Z/3 1 -rr. (A3) 

From (3.20) with SI = 1, S2 = 1 - 2 IKlz, SI + S2 = 2K' z, 

Tr pi PI = 2(sl + sz) - II I w; (a,sl) Wi (/3,sz + 2IKIZ) 

X exp( _ 21a - P IZ) dZa d 2p l-rr 
SI +sz 

=K'-z f I W;(a,l) Wi(/3,l)exp(-K'-Z 

X la-/3I-Z)d Zad Z/3I-rr. (A4) 

Finally by (3.20), taking SI = Sz = 1 - 21KI2 in (A.2), 

Trpi = (1- 2IKI2)-1 I I W;(a,l) Wi(/3,l) 

xexp [ - (l - 2IKIZ) - Iia - /3IZ] d 2a d Z/3 /-rr. 
(AS) 

Hence, with P i(a) = W i(a, 1)/ 1T the P representative of 
the approximate density operator pi, we find 

Tr(pi - Pl)Z = I I P lea) P ;(/3) F(la - /31) d 2a d 2/3, 

(A6) 

in which 

F(x)=e- x{1-2K,-zexp(-IKI 2x 2IK'Z) 

+ (1 - 2IKI2)-1 exp[ - 21KI Ix 2/(1 - 2IKII)]}. 
(A7) 

Keeping the mean number of photons in the output 
mode fixed as IK12 __ 0 is equivalent to keeping P lea) con
stant during the passage to the limit. Expanding the expo
nential functions in the brackets { J in (A 7), we find that the 
terms of order IKlo and IKI2 cancel, whereupon F(x) is pro
portional to IKI\ and Tr(pi - PI)2 vanishes faster than IKI2 
as IKI2 __ 0, as in (3.21). 
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We analyze various forms of duality symmetry transformations occurring in the theory of axially 
symmetric gravitational fields and their relation to standard Backlund transformations. 
Appropriately interpreted, duality rotations provide genuine Backlund transformations for the 
fundamental SL(2,R) invariants associated with the metric, consisting of elementary algebraic 
substitutions; thereby the construction of the metric reduces to the solution oflinear equations. 

I. INTRODUCTION 
A. General 

Recent work concerning axially symmetric gravitation
al fieldsl-4 revealed an interesting connection with a large 
variety of two-dimensional nonlinear systems, that were pre
viously integrated by inverse scattering methods. Whereas a 
direct application of the inverse method to the gravitational 
problem is halted by a number of technical difficulties, Back
'lund transformations seem to lead to interesting results. A 
solution-generating procedure, in some respects analogous 
to a Backlund transformation, was already derived through 
the elaborate work of Kinnersley and Chitre. J Therefore, it 
appeared reasonable to ask whether their program hinges on 
the existence of a symmetry transformation of the Backlund 
variety. While examining this question, we became aware of 
a recent paper by Harrisons where a Backlund transforma
tion is derived. Nevertheless, we have decided to communi
cate our observations for they address the connection be
tween the duality rotation, on which the construction of the 
Kinnersley-Chitre hierarchy is based, and standard Back
lund transformations. 

A simple connection does indeed exist. Appropriately 
interpreted, the duality rotation provides a Backlund trans
formation for the three fundamental SL(2,R ) invariants as
sociated with a metric, and consists of simple algebraic sub
stitutions; while the solution obtained this way for the metric 
itself is only a special solution associated with the same in
variants. Of course, knowledge of the invariants reduces the 
construction of the full metric to a system of first order linear 
equations. A stronger result is obtained in a special case, the 
SL(2,R ) - 0(2, 1) invariant nonlinear a model. Exploring 
the duality rotation, the construction of both invariant and 
variant fields is reduced to elementary algebraic quadra
tures. Although such an elementary algorithm is not yet 
available for the full theory, our considerations suggest its 
existence. 

An important link among the gravitational duality ro
tation, the Backlund transformation and previous exper
ience with similar systems is provided by yet another form of 

"lResearch supported by the National Science Foundation under grant 
number PHY77-23512. 

duality pointed out by Maison.4 The reader who feels un
comfortable with the plethora of duality symmetry transfor
mations should find the present article helpful. Otherwise, 
we do not intent to provide an extensive list of solutions to 
Einstein's equations. The explicit examples that we work out 
are chosen to illustrate the main ideas and do not necessarily 
describe physically interesting situations-no special effort 
is made at this stage to comply with reasonable boundary 
conditions. 

We furthermore restrict ourselves to the description of 
nonstationary fields, e.g., collision of gravitational plane 
waves or cylindrical waves. 6

-
8 With the identification of var

iables explained by Maison in,4 this reduces to the theory of a 
real chiral field <p a, a = 1,2,3 satisfying the equations ofmo
tion, written here in two equivalent forms: 

(nfJ X<P 7J )s + (7<p X<Ps )7J = 0, 77JS = 0, 

<p 2 <p a<pa = - 1 (1.1a) 

(1.1 b) 

7J and S are characteristic real coordinates. Scalar contrac
tions are performed with the metric ( gab) = ( - 1,1,1), 
whereas the cross product is defined with the usual antisym
metric tensor €"bc, while Eabc = - €"bc. The global SL(2,R ) 
symmetry, and invariance under the conformal transforma
tion 7J --+ }; (7J) and S --+ 12 (S ) are manifest. 

In the remainder of this section, we state Maison's re
sult and explain the so-called gravitational duality rotation 
in a way suitable for our subsequent discussion. Section II 
analyzes in detail the special system obtained from (1.1) by 
setting the background field 7 equal to unity-the 0(2,1) 
nonlinear a model. Section III deals with the complete prob
lem. Since our conventions differ slightly from those of,4 an 
appendix describes the construction of the metric in terms of 
the fields employed here. 

B. Reduction and duality 

A moving orthonormal trihedral is defined as 
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v'h; tP" - Vh; tPs 
tV hI h2 sin(a/2) 

(1.2) 

The equations governing its space-time displacement are derived by using the equation of motion (1.1) and elementary 
completeness arguments. One obtains 

el ° Vh: cos~, V-';: sin~ 
2 2 e l 

V-,;: cos~, a (h }/27 e2 0, n Is' 
= 2 2 - h; 27 sma e2 (Ua) 

e3 V-,;: sin~, an (hI }
/27

s . 0 e3 

" 
- - + - -sma, 

2 2 h2 27 

el 
0, V-;;; cos~, 

2 
- V-,;; sin~ 

2 e l 

V-;;; cos!!..., ° 
as (hz }/2 7" . el = - - + - -sma e2 2 2 hi 27 

(l.3b) 

ez s - V-,;; sin ~, a; _ (~: )112 ~~ sina, ° e3 

The equations of motion satisfied by the invariants hI' h2 and U (or a) may be obtained as the integrability condition of Eqs. 
(l.3a) and (Ub): 

(7h l )s +7"U=0, (7h 2)" +7,;U=0, 

a
,IS 

= V hI h2 sina + - _I sina + _,, ___ 2 sina, 4 ~ [7t;(h )1/2 ] [7 (h )112 ] 
27 h2 t; 27 hI " 

U=V hlh2 cosa. (1.4) 

This completes the reduction of the original system (1.1). It may be said that (1.3) is the "linear" problem associated with the 
"reduced" system (1.4). We should emphasize, however, that this is not yet a genuine Lax problem, for an eigenvalue 
parameter is missing in Eqs. (1.3). To put it crudely, a theory that possesses an invariance group can always be reduced to a 
system of equations analogous to (1.3,4); which does not in general lead to a Lax problem. This is possible for a distinct class of 
nonlinear systems that admit a duality symmetry transformation. Such a duality transformation was first discovered by 
Pohlmeyer, in the O(N) nonlinear U modeP A class of Fermi interactionslO and the linear ferromagnetic chainll were 
subsequently shown to possess analogous structure. For the theory under present consideration, the duality transformation 
was derived by Maison.' We first outline its content, and describe the consequences throughout the paper. 

The first ofEqs. (Lla) is written in the form ofa local conservation law, which is Noether's current conservation 
associated with the SL(2,R ) invariance. We may "trivialize" this equation by introducing a dual vector field Q a, through the 
compatible equations 

7tP XtP" = - Q", 7tP XtPs = Qt;. (1.5) 

In turn, the dual field Q satisfies the equation of motion 

Q"s + (l/7)Q" XQs = (l/27)(7"Qs + 7sQ,,)· (1.6) 

In the special case 7 = 1, Eq. (1.6) is nothing but a fancy way of expressing the fact that the current densities appearing in 
(l.la), with 7 = 1, are "pure gauge" fields 

(1.7) 

This follows merely from the constraint tP 2 = - 1. What is interesting here is that the presence of the background free field 7 
in (1.6) does not disturb the essential consequences expected from a pure gauge condition such as (1.7). Namely, a duality 
transformation may be derived as follows. Given a solution of the equation of motion, the linear system 

2070 

R" = (1 - Ys)(tP XtP"Y7aR = - (1 - yJ7 - IQ~7aR, 

Rt; = (1 - Ys -1)(tP XtPt;Y7aR = (1 - Ys - 1)7 - IQ~7aR, 
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=[ I +2s(r-f)]112 Ys- , 
1-2s(r+f) 

(1.8) 

is a system of compatible equations. Here, r a are the generators of SL(2,R), [r a' r b ] = Eabc r, and s is an arbitrary real 
parameter; T is conjugate to the free field r, rT/ = TT/ and rs = - Ts' Furthermore, we can normalize R such that 
detR = I --ReSL(2,R ). 

Most importantly, the one-parameter family of fields defined from 

t/J(s).ara=R -1t/JaraR (1.9) 

satisfy the original equation of motion for arbitrary s, in the background field r(5): 

rS ) _ I [ r - T r + T ] 
- 2" 1 + 2s(r - f) + 1 - 2s(r + f) , 

-,i.s) - ° (1.10) 175 - . 

This completes the construction of the duality symmetry transformation. Its consequences will be described in later stages. 

C. Gravitational duality 

We finally tum to a preliminary description ofan alter
native form of duality that emerged in earlier discussions of 
axially symmetric gravitational fields, e.g., see Ref. 2 and 
references contained there. It will be necessary to clearly 
distinguish it from the duality discussed in Sec. I B. With no 
exception, we shall refer to it as the G duality. In order to 
reveal its content, we abandon manifest covariance under 
SL(2,R) transformations. We thus introduce the Lewis-Pa
papetrou (L-P) parametrization of the chiral field t/J a 

t/J 1+ t/JZ_f, t/J 1_ t/J2 oi/ + ~, t/J3-W/, (1.11) 
/ 

so that the constraint t/J at/Ja = - 1 becomes automatic. The 
two independent equations satisfied by the real L-P param
eters/and ware easily derived to be 

(r/2w 17 )s + (r pWs)1] = ° 
[7(f2ww17 - / - ':1:-,)]5 + [r(/zwws - f - 1/5)]17 = ° , 

(1.12) 

to be supplemented by 7175 = 0. Using the dual potential in
troduced in (1.5), specifically 

fl -Q I + Q z; fl17 = - 7/2WT/' fls = r /2ws ' 
(1.13) 

an equivalent system for/and fl may be derived 

(7 - 1/ - Zfl17 )s + (r -1 - 2fls)17 = ° 
(7 -1 - zflfl 17 + 7/ - '117 )5 

+ (7 -1-2flfls + 7/ -15)1] = 0. (1.14) 

The crucial observation is that (1.14) follows from 
(1.12) under the/ormal substitution: 

1 /-+-, w-+fl, 
7/ 

(1.15) 

and, of course, 7175 = 0. This simply means that a new chiral 
field Fa obtained from (1.11) under the same formal substi
tution, namely 

FI+Fz= _1_, FI-Fz= fl2 +r/, 
7 f r/ 

F J =!!..... FaFa = - 1, 
r /' 

(Ll6) 
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is also a solution of the original equation of motion in the 
same background field 7. This symmetry transformation 
constitutes what we call G duality. 

II. CHIRAL 0(2,1) THEORY (r = 1) 

We begin the detailed analysis of the concepts described 
above, and their relation to Backlund transformations, in the 
special system obtained from (1.1) by setting 7 = 1. This is a 
nonlinear a model with 0(2, 1) symmetry. The specialization 
of the equations given in Sec. I to the present problem is 
obvious. We shall gradually reproduce them as we proceed 
with this discussion. The theory of the 0(2,1) a model is 
fairly analogous to the well studied 0(3) model (9,10]. The 
added element here is the G duality outlined in Sec. I C. 

The reduced system (1.4) simplifies to 

hl.s = ° = hZ,17 , a 17S = v' hlhz sina. (2.1) 

It was already mentioned that the equations of motion are 
invariant under conformal transformations. We may exploit 
this freedom to impose appropriate gauge conditions. The 
most convenient choice is hi = 1 = hz • We shall refer to it as 
the canonical parametrization or canonical conformal 
frame. With this choice, the first two equations in (2.1) be
come trivial, whereas the second is the well-known sine-Gor
don theory. 

It will be important to examine the transformation of 
the fundamental invariants hI, hz and a = (h I hz) 112 X cosa 
under the duality transformation (1.8), which now reduces 
to 

R17 = (1 - y)(t/J Xt/J1]traR , 

Rs = (1 - y-I)(t/J Xt/JstraR (2.2) 

with yan arbitrary real constant. Starting from a solution t/J 
with invariants hI ,h2 ,a the invariants of the associated dual 
ray t/J (y).al'a -R - It/J al'aR, are easily calculated to be 

h iY) = rhl' h ~Y) = y- 2h2 , a<y) = a. (2.3) 

We wish to illustrate this situation in a simple example. We 
start with the solution: 

f r 1 = (cosh( 11 + 5),O,sinh( 11 + 5') 1 (2.4) 

in the canonical frame hI = 1 = hz ; one also calculates 
a = 1, or a = O. Using (2.4) as input in (2.2), the construc
tion of R is trivial. Not surprisingly, the dual ray associated 
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with (2.4) is found to be 

I tP r,a J = I cosh(Y17 + Y - IS ),O,sinh(Y17 + Y - IS) J, 
(2.5) 

with invariants h ~r) = y, h ~r) = Y- 2, cfr ) = 1 as expected. 
This example might in fact lead to false impressions. It ap
pears that the effect of a duality transformation is equivalent 
to an ordinary constant conformal transformation or even a 
Lorentz transformation. This is not the case, however. In 
general, a solution depends on a number of parameters €,€', 
.. , , aside from the dependence on the duality parameter y. A 
duality transformation amounts to redefining y, but leaves 

o 

a 
ycos-

2 

. a 
YSlO-

2 

a 
ycos-

2 

0 

aT/ 

2 

a 
ysin- e l 2 

aT/ 
e2 

2 

o e3 

o y-Icos~ -I . a -y SlO-
2 2 

as 

2 

0 
-I . a as - y SlO-

2 2 

The integrability condition is aT/S = sina, for arbitrary y. 

unchanged €,€',. .. ; which distinguishes it from conformal or 
Lorentz transformations that uniformly transform all 
parameters. 

We return to the general case and state the derivation of 
a Lax problem associated with the reduced system (2.1). Ob
serve that the invariants entering the sine-Gordon equation, 
hi h2 and a, remain unchanged under duality transforma
tions or, equivalently, they do not depend on the duality 
parameter y. In particular, hi h2 = 1 in the canonical frame 
as well as in the frame hi = y, h2 = Y - 2. The transcription 
ofthe "linear" problem (1.3) into a genuine Lax problem 
should now be obvious. We simply set 1" = 1 and hi = y, 
h2 = y- 2 in Eqs. (1.3) 

e l 

e2 (2.6) 

e3 

Starting from (2.6) a Backlund transformation can be derived along the lines of.1O We only state the result that can be 
verified by an elementary, but relatively tedious, computation. Given a solution tP a in the conformal frame hi = y, h2 = Y - 2 

with invariant (tPT/ ·tPt;) = cosa, the chiral field Fa: 

F= -- (Y + ~)el + 2EY cos-e2 - slO-e3 , FaFa = - 1 1 { [a" a' ]} 
Y-~ 2 2 

-A., _ y-ItPT/ + Y¢s _ y-l¢T/ - YtPs e l ="" e2 = , e3 = ---'-----"-
2 cos(a/2) 2 sin(a/2) 

(2.7a) 

is also a solution, in the same conformal frame and (FT/ .Fs) = cosa', provided that a and a' are related by the standard 
Backlund transformation: 

(a' - a) _ . (a l + a) (a' + a) _ I . (a' - a) --- -€SlO ---, --- - -SlO --- , 
2 T/ 2 2 s € 2 

(2.7b) 

with € an arbitrary real constant. The Backlund parameter € should be dearly distinguished from the duality parameter y, 
even though an interesting interplay between the two will be shown to take place in connection with G-duality transforma
tions. Before turning to this question, we apply (2.7) to the simple solution (2.5). The resulting one soliton solution is written in 
the form: 

FI ±F2= _1_ [(Y+~)COShB 
Y-~ 

2 sinhx sinhB ± 1 ] - €y --""'----==--
coshx 

F 3 = _1_ [(y + ~) sinhB - 2€y tanh,r coshB ] (2.8) 
Y-~ 

h; =(FT}.FT}) = y, h ;=(Ft;.Ft;) = y-2, 

u'=(FT} .Ft;) = 1 - 2 cosh - 2X 

B=Y17 + y-IS, X -€17 + €-IS, 
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modulo an arbitrary constant 0(2,1) rotation (trivial posi
tion parameters have also been omitted in the above 
expression). 

The Backlund transformation (2.7) reduces the con
struction of arbitrary multi-soliton solutions to quadratures. 
We now reveal an intricate relation between this Backlund 
transformation and the G duality described in the end of Sec. 
I. This will in turn provide an elementary algebraic algo
rithm that can replace the Riccati equations (2.7b), in the 
construction of higher soliton solutions. The precise content 
of G duality was already stated in Sec. I C. We shall only 
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have to specialize the appropriate formulas by setting 1" = 1. 
Hence, starting from a solution t/J a characterized by the L-P 
parameters/andCtJ, see Eq. (1.11), and defining a dual poten
tialll from 

(2.9) 

a new solution is obtained by a G duality transformation, 
namely 

FI+F2=1/f, FI-F2=ll211+f, F 3 =llll. 
(2.10) 

It is important to examine the transformation of the 
fundamental invariants hI' h2 and u under G duality. We 
first express the invariants associated with the solution t/J a in 
terms of the L-P parameters I and CtJ 

hI =(t/J,/.t/JT/) =/2CtJ~ +1 -Y;, 
h2 =(t/Js·t/Js) = I 2CtJ~ +1 - Y t (2.11) 

u=(t/JT/·t/Js) =/ 2CtJT/ CtJs +1 -2/T/1s . 

The invariants associated with the solution Fa are readily 
calculated from (2.10) 

h; _(FT/.FT/) =/2CtJ~ +1 -Y;, 
h ~=(Fs·Fs) =/2CtJ~ +1 -21t 

u' -(FT/ .Fs ) = -I 2CtJT/CtJS +1 - YT/ Is . 
(2.12) 

Comparing with (2.11), we deduce 

h;=hp h~=h2' u'+u=2/-YT//s ' (2.13) 

The first interesting observation is that G duality pre
serves the conformal frame (h ; = hI' h ~ = h2), but induces 
a nontrivial transformation for the invariant u, a property 
shared by the Backlund transformation (2.7). Secondly, the 
transformation formula (2.13) for the fundamental invar
iants does not contain the dual potentialll, contrary to the 
situation for variant fields, see Eq. (2.10). In order to appre
ciate the meaning of the above observations, we find it conve
nient to continue our demonstration with an explicit 
example. 

As we did for the Backlund transformation, we apply 
the G duality transformation to the simple solution (2.5). We 
immediately identify the associated L-P parameters 

1= coshO, CtJ = tanhO, 0 -Y1] + Y - It (2.14) 

and thereby calculate the dual potentialll from (2.9): 

II = Y -It - Y1], (2.15) 

up to a trivial additive constant (such position parameters 
are systematically set equal to zero). Direct application of 
(2.10) and (2.13) yields: 

1 ll2 
FI+F2= ---, FI_F2= -- +coshO, 

coshO coshO 

F 3 = ~ h' h • .2 , I = I =r , 
coshO 

(2.16) 

h ~ = h2 = y-2, 0' = 1 - 2 cosh -20. 

Comparing with Eqs. (2.8), we immediately realize that the 
effect of G duality on the invariants is identical to a Backlund 
transformation; whereas it is easily seen that the variant 
fields in (2.16) are not related to the corresponding fields in 
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(2.8) by a constant 0(2,1) rotation. The resolution ofthis 
apparent paradox is obtained by the following consider
ations. Notice that, in contrast to (2.16), the variant fields in 
(2.8) depend on two essential parameters, the duality param
eter yand the Backlund parameterE. However, the invariant 
0' depends only on the Backlund parameter. Hence, despite 
the fact that we are dealing with a nonlinear system, expand
ing the equality (equation of motion) FT/s( ;E,y) = u'( ;E) 
XF( ;E,y) around y = E, and keeping the leading term, we 
obtain a solution with the same invariants as F ( ;E;Y). The 
only provision is that F should be regular at y = E, so that a 
y-independent leading term may be identified. Simple in
spection of (2.8) reveals the opposite. Recall, however, that 
an arbitrary constant 0(2, 1) rotation can be applied to F that 
may well depend on the parameters y and E. Indeed, we 
found that the following 0(1,1) rotation in the 12 plane ren
ders the solution regular at y = E 

R = 1 [1 + (y - E)2 
2(y - E) 1 - (y - E)2 

1 - (y - E)2] 
1 + (y - E)2 . 

(2.17) 

Applying it to F given in (2.8), and expanding carefully 
around y = E, one finds for the leading term: 

FI +F2= 1. [~ +COShX], 
2E coshX 

FI_F2=~, F 3 = ~ 
coshX coshX 

h; = ~, h ~ = E - 2, u' = 1 - 2 cosh - 2X 

X E1] + E-It, II =E1] - E-It. 

(2.18) 

Direct comparison with (2.16) establishes that this solution 
is equivalent to the result of G duality, modulo a remaining 
trivial 0(2,1) rotation and the identification y = E. 

The general pattern should now be clear. We thus sum
marize our main conclusions for the chiral 0(2,1) theory. 
Combining the Backlund transformation given in (2.7a) and 
the G-duality transformation for the invariant u (or a) given 
by (2.13), we have essentially arrived at a completely alge
braic procedure for the construction of multi-soliton solu
tions. It is straighforward and can be explained in words as 
follows: A solution t/J a in the conformal frame hI = Y, 
h2 = Y - 2 is characterized equivalently by the L-P param
etersly ,CtJy ; the subscript indicates the dependence on the 
duality parameter y. Using (2.13) with/=IY=E' we con
struct the once-transformed invariant u'. Inserting u' 
= cosa' into (2.7a), we obtain a new solution again parame

trized by the duality parameter y in addition to the Backlund 
parameter E. After a general constant 0(2,1) rotation is per
formed, we identify new L-P parameters I ; ,CtJ~ ; inserting 
I; = E' into (2.13) we obtain a new potential u" , etc. We thus 
obtain a hierarchy of solutions all parametrized by the dual
ity parameter y, in addition to a sequence of Backlund pa
rameters E,E' ,E" ... , and a set of position parameters intro
duced through the constant 0(2,1) rotations, performed at 
each stage of the iteration. In such a scheme, explicit solution 
of the Riccati equations (2.Th) is avoided. 

It may seem surprising that a manifestly 0(2,1) covar
iant Backlund transformation such as (2.7) is intimately re
lated to the "noncovariant" prescription of G duality. We 
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note, however, that alternative formulations of the Backlund 
transformation in terms of a pseudo-potential' also abandon 
manifest covariance. In fact, it appears possible to express 
the logarithmic derivatives! -171 and! -1s in (2.13) in 
terms of a pseudo-potential satisfying appropriate Riccati 
equations. We shall not elaborate on this point, as it will not 
be essential for our subsequent considerations. 

We conclude this section with some comments on the 
important qualitative differences between the duality trans
formation (2.2,3) and the Backlund transformation (2. 7a,b). 
They can be best understood in the context of the inverse 
problem deriving from Eqs. (2.6), see Ref. 10. Duality inter
relates the Jost functions to one another, while it leaves the 
potential unchanged. In contrast, a Backlund transforma
tion induces a nontrivial change on the potential by adding 
to it one bound state at each stage of the iteration. Such 
intriguing structure underlies, in fact, most of the surprising 
properties of a large class of integrable systems. 

III. THE GENERAL CASE 

The analog ofEq. (2.7a) is not yet available for the com
plete (7* 1) theory. This prevents the direct generalization 
of the elementary Backlund algorithm derived for the 0(2,1) 
nonlinear a model. However, the lesson from the preceeding 
discussion is that a genuine Backlund algorithm may be de
rived for the fundamental SL(2,R ) invariants, exploring the 
G-duality transformation; thereby, the construction of the 
corresponding variant fields reduces to the solution oflinear 
equations. We anticipate that the analog of (2.7a) will be 
obtained in the future, in which case some of the subsequent 
considerations will be substantially simplified. 

Aside from certain technical differences, the spirit of 
the following~onstruction is similar to the considerations of 
Sec. II. The cort(ormal freedom may be eliminated by re
stricting to the dnonical frame: 

7=7c=7]+S. (3.1) 

For instance, a simple solution in the canonical frame is giv
en by 

(rl = (cosh(7] - s),sinh(7] - s),OI· (3.2) 

Most of the following arguments possess an obvious exten
sion to arbitrary solutions. For concreteness, we discuss for 
the moment the solution (3.2). Along with it, it will be essen
tial to consider the associated dual ray constructed by per
forming a duality transformation. The function rs entering 
the duality equation (1.8) is now 

= [ 1 + 4sS ] 112 rs 1 4 ' - s7] 
(3.3) 

since 7 = 7] + S, f = 7] - S· For the construction of R asso
ciated with (3.2), we use the real basis of SL(2,R ): 
71 = -(iI2)a2, 7 2 =!au 73 =!a3 , [7a,7bl = Eabc r , 
with El23 = - 1. Inserting (3.2) into (1.8) and solving the 
resulting linear equations, one finds 

R = exp{ - +[ 7] - S - ~ 

X (1 - y' (1 + 4sS)(1- 4s7]» ]a3 } 
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detR = 1, R (s = 0) = 1. (3.4) 

The dual ray associated with (3.2) is readily calculated to be: 

( I,b (s).a I = {coshes ,sinhes ,0 I 

Os ~ [1 - y' (1 + 4sS)(1 - 4s7]) ], (3.5) 

a solution in the conformal frame 

7(s) = S + 7] 

1 + 4sS 1 - 4s7] 
(3.6) 

This solution reduces to (3.2) at S = 0, but not under the 
ordinary conformal transformation rS

) -7] + S. 
With this concrete example in mind, we return to the 

general problem. Under duality, the invariants transform 
according to 

h (5) = ·;2h h (s) = r - 2h -1s) = ,.. 
1 r s l' 2 s 2 ,(J' v. (3.7) 

It is also useful to know that 

rs- 2 

(3.8) 

The main difference from the discussion of Sec. II is 
that hi and h2 satisfy nontrivial differential equations, see 
Eqs. (1.4). In order to arrive at a Lax problem, it will be 
essential to parametrize these equations in terms of quanti
ties that are invariant under duality transformations (see 
Sec. V of Ref. 10 for a similar discussion). This task is in fact 
straightforward. Direct inspection of(3. 7) and (3.8) suggests 
that an appropriate change of variables in (1.4) is obtained by 

7h l 7T,HI, 7h2 7i;H2' (3.9) 

where HI and H2 are invariant under duality transforma
tions. We also note that 7 -- 2771 7 i; is invariant so that it as
sumes its canonical value (7] + S) - 2. With these qualifica
tions, the reduced system (1.4) reads: 

HI,i; +a=O, H 2,71 +a=O 

aT,i; = (HI H2 )1/2 sina + ~(_1_ (HI )1/2 sina) 
7] + S 2 7] + S H2 i; 

+ ~(~(H2 )112 sina) (3.10) 
2 7] + S HI 71 

_ (HIH2)112 
a= cosa. 

7]+S 
Further simplification is achieved by noting that an integrat
ing factor /3 may be introduced through the compatible equa
tions HI = /371' H2 = /3i;' so that the first order equation in 
(3.10) may be replaced by a second order equation: 
/371i; + a = O. This fact will not be used in our subsequent 
discussion. 

We must transcribe the "linear" problem (1.3) in the 
above variables. The prescription is standard. The elements 
of the orthonormal trihedral are constructed in terms of the 
dual ray, associated with a solution in the canonical frame, 
and are functions of the duality parameter s. Accordingly, 
the invariants appearing in the matrices of (1.3) are identi
cally replaced by 

r:s
) i 

hI = _71_HI = _s_H 
7(s) 7] + S I' 
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f;) rs-z 
hz = -H2 = --H2' cfs) = (j. (3.11) 

1'(s) 1/ + 5 
HI, H2 and (j do not depend on the duality parameter s. For 
future reference, we also note that the matrices in (1.3a) and 
(1.3b), denoted by C I and Cz respectively, are real superpo
sitions of the generators of SL(2,R ) in the vector 
representation: 

C I = cu~ la' Cz = cu~ la' [la' lb] = Eabc IC, 

° ° 

° ° 

° 
° 
° 

EI23 = - EIZ3 = 1. 

Using (1.3), (3.11) and (3.12) we write explicitly, 

!cu~) = {_ ~ + 1 (HI )IIZ sina, 
2 2(1/+0 Hz 

( 
H )IIZ a (H)I /z a } 

rs 1/ ~ 5 sin 2' rs 1/ ~ 5 cos 2 

{
a 1 (H )1IZ 

I cu~) = -+ - 2(1/ + 0 H: sina, 

(3.12) 

(3.13) 

- Ys- {1/; 5Y/z sin ~, Ys- {1/~ 5YI2 cos ~}. 
The integrability condition is now written as 

cu~,s - cu~,'7 + ~bCU~ cu~ = 0, a,b,c = 1,2,3 (3.14) 

and leads to Eqs. (3.10), for arbitrary value of the duality or 
eigenvalue parameter s, This completes the lengthy, but nec
essary, preliminaries that will enable us to construct soliton 
solutions to the generalized sine-Gordon system (3.10), by 
exploring elementary G-duality transformations. 

In analogy with Sec. II, our main assertion is that G 
duality provides Backlund transformations for the invar
iants HI' Hz and (j, Starting from a solution characterized 
by the L-P parameters I and cu and invariants 

hI = I 2CU~ + I - 'i ~, hz = I zcu~ + I - 'iI, 
(j=/

2cu'7 cus +1 -'i'7/s ' (3.15) 

the invariants associated with the transformed solution giv
en by (1.16) are calculated to be 

h' =(F .F ) =/2cu2 + (~ + 1'7)2 
1- '7 '7 '7 l' I 

h'-(F F)-l zcu2 +(1's + Is)Z (3.16) 
2= s' s - 5 -; I 

'-(F F) 12 ( 1''7 1'7) (1'5 15 ) (j = . 5 = - cu cu5 + - + - - + - . 
'7 '7 l' I l' I 

We noticed earlier that G duality transformations do not 
change the conformal frame. In other words, they preserve 
the value of the background free field 1'. For this reason, we 
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do not have to specify the choice of the conformal frame at 
this point, as long as 1''75 = 0. 

Combining Eqs. (3.15) and (3.16), we obtain 

hi - hI = !:L(!:L.. + 2/'7) 
l' l' I 

h ~ - h2 = 1'5(1's + 2/s) 
l' l' I 

(j' + (j = 1'7 Is + (!:L + 1'7 )(1'5 + Is ). 
I Z 

l' I l' I 

(3.17) 

In the light of our preceeding discussion, it will be necessary 
to rewrite these equations in terms of the duality-invariant 
variables HI and Hz. Using the definition (3.9) and Eqs. 
(3.17), one finds: 

l' 2/, 
Hi -HI = _'7_ + _'7_ 

l' I 

H;-Hz= 1'5 + 2/s (3.18) 
l' I 

(j' + (j = 1'7 Is + (!:L + 1'7 )(1'5 + Is). 
12 l' I l' I 

The finer details of the above formulas will be illustrat
ed in a concrete example. The argument explaining the fact 
that (3.18) may be used in place of a Backlund transforma
tion is perhaps laborious. The reader is urged to keep in mind 
the analysis of Sec. II, which we will not repeat here. In 
practice, the application of (3.18) is completely elementary. 

In what follows we construct what may be called the 
one-soliton solution of the generalized sine-Gordon system 
(3.10). The input is provided by the elementary solution giv
en in (3.2), or more accurately by its dual ray constructed in 
(3.5). Before employing it into the algorithm, we must per
form a general constant SL(2,R ) rotation. For our demon
stration, we only perform a 90· rotation in the 23-plane, thus 
suppressing a more or less inessential position parameter 
that would have been introduced in the general case. We 
write 

! cp (s).a) = {coshes ,O,sinhe
s 

) 

es - ~[1 - v' (1 + 4s0(1 - 4s1/) ] 
2s 

l' = f s) = 5 + 1/ 
1+ 4s5 1-4s!l 

The associated invariants are easily calculated to be: 

(3.19) 

(3.20) 

and are, of course, s independent. Accordingly, the relevant 
L-P parameter lis identified as 

Is = coshes ' (3.21) 

Following the instructions of Sec. II, Eqs. (3.18) are used 
with HI' H2 and (j given from (3.20) and l' = 1'(s ~ E),I = Is ~ E 
from (3.19) and (3.21). We thus obtain: 

Hi =1/+5+ ~ +2YE tanheE 
1/+5 

H; = 1/ + 5 + YE- Z - ~ tanheE (3.22a) 
1/ + 5 YE 
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, 2 tanh8£ ( 1 ) 1 u = 1-2tanh B£ + -- - -y£ + ---
1] + 5 y£ (1] + 5)2 ' 

where 

= [ 1 + 4E5] 112 
y£ 1 4 ' - E1] 

B £ = ~ [1 - V (1 + 4E5)( 1 - 4E1]) 1 
2E 

(3.22b) 

This completes the construction of the one-soliton solution 
of Eqs. (3.10), depending on the Backlund parameter E. 

We mentioned earlier that knowledge of the fundamen
tal invariants reduces the construction of the associated vari
ant fields to the solution oflinear equations, which we now 
formulate (see Refs. 4, 10). The answer is provided by Eqs. 
(1.3), incorporating the refinements summarized in Eqs. 
(3.12) and (3.13), and an appropriate transcription in the 

Using (3.13) and (3.23), we write explicitly 

[
¢I] = ~ - T + 2(1] + 5) H: sina, 

[

a 1 (H )112 

¢2." 2 Ys(~)1/2e-ia12, 
1]+5 

[

ag 1 (H2 )112 . 

[
¢I] = ~ 2 - 2(1]+5) HI sma, 

¢2 g 2 _ 1(~)1/2 eia/2 

y, 1]+5 ' 

= [ 1 + 4s5 ] 112 Ys . 
1 - 4s1] 

Of course, the integrability condition leads to (3.10) for arbi
trary s. 

It is easy to see that (¢T¢I - ¢!¢2)." = 0 
= (¢T¢I - ¢!¢2)g' We may, therefore, normalize ¢ such 

that ¢T¢I - ¢!¢2 = 1. We further observe that if ¢ 
= (¢ I , ¢2) is a solution of (3 .26), ¢ = (¢!, ¢T) is also a solu

tion. Hence, the matrix 

(3.27) 

satisfies the system of Eqs. (3.26), namely R." = w~7aR, 
Rg = w~7aR. The elements of the first row of the three-di
mensional matrix representation of R may be identified with 
the components of the chiral field ¢ a, satisfying the original 
equations of motion in the background field 

7 = 7(s) = 5 + 1] 
1 + 4S5 1 - 4s1] 

(3.28) 

Explicitly, one finds: 

[¢Q] = [(¢T¢I +¢f¢2),i(¢1¢2 -¢T¢n(¢1¢2 +¢T¢n)· 

(3.29) 

In previous applications of the above procedure, the 
analog of the "linear" system (3.26) was solved by inverse 
scattering methods. This is prevented here by a number of 
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spinor representation. For the following discussion, it will be 
somewhat convenient to use the (complex) basis of the 
SL(2,R ) Lie algebra: 

i (1 
71 = 20 

i (0 7 -
3 - 2 1 (3.23) 

whereas a finite SL(2,R ) transformation will be represented 
by 

R = [:. :. ], AA· - BB • = 1. (3.24) 

Let ¢ be a two-component complex spinor satisfying the 
equations: 

(3.25) 

(3.26a) 

(3.26b) 

(3.26c) 

technical difficulties. Instead, the system (3.26) is linearized 
with the aid of the G duality transformation summarized in 
Eqs. (3.18). For instance, the one-soliton solution of the gen
eralized sine-Gordon system given in (3.22) may be used in 
Eqs. (3.26) in order to arrive at a linear system for the spinor 
¢. Solution of this linear system and application of (3.29) 
yields a chiral field ¢ parametrized by the duality parameter 
S and the Backlund parameter E. This may in tum be used 
into (3.18) for the construction of a doublet solution of the 
generalized sine-Gordon system, etc. We do not carry out 
this integration here, but note that solving linear (or Riccati) 
equations can lead to potential complications. This brings us 
back to an earlier remark, namely that the derivation of the 
analog ofEq. (2.7a) is most desirable. This would reduce the 
solution of the linear equations (3.26) to elementary algebra
ic substitutions, see Sec. II. 

A number of concluding remarks are in order. One way 
or another, an "industry" for the construction of exact solu
tions to Einstein's equations is being established. Whether 
this would lead to physically interesting new solutions re
mains to be seen. One thing is certain. Einstein's equations 
for axially symmetric fields have revealed a remarkable and 
worth exploring structure. The present discussion would 
have achieved its purpose if it contributed to a better under
standing of the relative importance of the various forms of 
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duality and Backlund transformations encountered in this 
problem. We may briefly summarize our main conclusion by 
saying that the gravitational duality rotation is nothing but a 
special form of a Backlund transformation. We have certain
ly been cavalier concerning boundary conditions; we can 
hardly claim at this point that the series of soliton solutions 
indicated here possess special significance. What might be of 
some general importance is the observation that all solutions 
seem to develop singularities, as discussed earlier by Sze
keres6 and Kahn and Penrose in the context of special solu
tions. Technically, the origin of these singularities is here the 
special analytic form of the function Ys entering the duality 
trnsformation. 
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APPENDIX: COMPLETE METRIC 

We briefly describe the construction of the complete 
axially symmetric metric, associated with a chiral field ¢ a 

solving the nonlinear system (1.1). Its general form is 

ds2 = e2r(I.X)(dt 2 _ dx2) - /AB(t,x)dxtdxB 

A,B = 2,3; x 2 = y x 3 = Z. (AI) 

The coordinates t and x are related to the characteristic co
ordinates employed in the text by 

_ t +x !;-_ t-x 
TJ- -2-' ~ - -2-' (A2) 

whereas the symmetric matrix (/AB) is obtained from the 
background field 7 and the chiral field ¢ a, or the L-P param
eters/and w, through the relations 

[ 
- (¢ I + ¢ 2), ¢3 ] 

(fAB) =7 ¢3, _(¢I_¢2), 

7[ -J, w/] (A3) 
= wJ, - wy - (1//) . 

Finally, given a solution ¢ a in the canonical frame 7 

= TJ + 5, the construction of the function r(t,x) in (AI) is 
effected by solving the linear equations 

1 
r7]{; + H¢7]'¢s) = 4(TJ + 5)2 

r - TJ+5(A. A.) 1 
7] - -4- '1'7]''1'7] - 4(TJ + 5) 

r - 1]+5<", A.) I 
(; - 4. 'I's''I'{; - 4(TJ + 5) (A4) 

which are compatible by virtue ofEqs. (1.1), with 7 = 1] + 5. 
As an illustration, we present in this notation the famil

iar Kasner solution and work out an immediate generaliza
tion provided by the duality transformation. Withp an arbi
trary real constant, the Kasner solution reads 
(7=TJ+5=t): 

(A5) 
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or 

{¢a) ={-!(tP+t -P), -!(tP-t -P),O}. (A6) 

The associated invariants are readily found to be 

p2 p2 
HI =H2 = --, a= , cosa = 1. 

TJ + 5 (TJ + 5)2 
(A7) 

Furthermore, Eqs. (A4) are trivially solved to yield 

2 I 2 I r= ~ln(TJ+5)= ~lnt. (A8) 
4 4 

Assembling the above information, the complete metric 
reads 

d~ = t(p2 - I)/2(dt 2 - dx2) _ t I +Pdl- t '-Pdr. (A9) 

It can be brought into its standard form 

d~ = dt 2 _ t 2P1dx2 _ t 2P2dy2 _ t 2P3dz2, 

P2 = _2(.:...I_+....:,p-,-) , P3 = 2(1 - p) , 
p2 + 3 p2 + 3 

(AW) 

by a more or less obvious coordinate transformation. 
We have worked out the dual ray associated with the 

Kasner solution, see Sec. III for a similar calculation. In 
terms of L-P parameters, 

Is = - [..!.. V I + 4s5 - V 1 - 4s1] jP 
2s V I + 4s5 + V I - 4sTJ 

7 = 7(s) = _.:::..5_ + _-,-TJ _ 
1 + 4s5 I - 4sTJ 

, W =0, 

(A 11 a) 

(AIlb) 

It is found to possess an interesting cyclic property. Under 
the ordinary conformal transformation 7(s) -+TJ + 5, re
quired to express the solution in the canonical frame,1s 
transforms simply asfs -+/ _ s' Since the duality parameter s 
is not required to be positive, it can be said that (AlIa) is a 
solution in both the canonical frame 7 = TJ + 5 and the con
formal frame 7 = 7(s). 

Further generalizations of the Kasner metric can be 
achieved by performing Backlund (G duality) transforma
tions in the manner described in the main text. 
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The Einstein field equations for an irrotational perfect fluid with pressure p, equal to energy 
density p are studied when the space-time has cylindrical symmetry with no reflection 
symmetry. The coordinate transformation to comoving coordinates is discussed. The energy and 
the Hawking-Penrose inequalities are studied. Particular classes of solutions are exhibited. 

1. INTRODUCTION 

In a recent paperl we studied the Einstein field equa
tions for an irrotational perfect fluid with pressure p equal to 
rest energy p in a cylindrically symmetric space-time. The 
metric that we considered had reflection symmetry, i.e., in
variance under the transformation z--+ - z. 

The purpose of this paper is to study the Einstein field 
equations for the same type of fluids, but now the metric is 
taken as 

ds2 = e2(w-,-t)(dt 2 _ dr 2) - (t/le2A + r 2e- 2,-t)d0 2 

- 2",e2,-t dO dz - e2,-t dr, (Ll) 

with w, A, and", functions of t and r only, i.e., a cylindrically 
symmetric metric without reflection symmetry. Note that 
when", = 0 the metric (1.1) reduces to a particular case of 
the metric studied in Ref. 1. The metric (1.1) has been used to 
study gravitational waves with two degrees offreedom.2 

The Einstein field equations for an irrotational perfect 
fluid with equation of state p = p are equivalent to the Ein
stein field equations coupled to a massless scalar field/ i.e., 

Rab = - 2a,aa.b , 

DO' = [( - g) l12a,ag ab l.b/( - g)l12 = O. 

(1.2a) 

(1.2b) 

The units are so chosen that we have for the velocity of light 
c = 1 and Newton's constant of gravitation G = l/81T. A 
comma means partial derivative with respect to the index. 

The pressure p, the 4-velocity ua and the energy-mo
mentum tensor Tab are related to a bt 

p =p = a,aa,a, 

Ua = a.a/a,ba,b, 

(1.3) 

(1.4) 

Tab = 2a,aa,b - g aba,P,e (1.5) 

In Sec. 2 we study Eqs. (1.2) when the metric is given by 
(1.1). In Sec. 3 the coordinate transformation that enables us 
to write the equations in comoving coordinates is presented. 
In Sec. 4, the energy and the Hawking-Penrose inequalities' 
are examined. In Sec. 5 we exhibit particular solutions to the 
field equations. 

2. THE FIELD EQUATIONS 

The field equations (1.2) and the pressure (1.3) when 
the metric is (1.1) reduce to, 

Woo - W ll - wi/r - ..100 + All + AI/r + U ~ 

+ (e4,-t /2?)~ = - 2~, (2.1) 

- Woo + W ll - wi/r + ..100 - All - A/r + U ~ 

+ (e4,-t /2?)~ = - 2~, 

- weir + UoA I + (e4,-t /2?)"'0"'1 = - 20'#1' 

..100 - All - AI/r - (e4,-t /2~)(~ -~) = 0, 

- "'00 + "'11 - "'/r - 4(..10"'0 - ..1 1"'1) = 0, 

O'oo-all-a/r=O, 

p =p = e-2(w-,-t)(~ _ ~), 

(2.2) 

(2.3) 

(2.4) 

(2.5) 

(2.6) 

(2.7) 

where the indices 0 and 1 mean derivatives with respect to t 
and r, respectively, the comma is omitted for brevity. 

The system ofEq. (2.1), (2.2), and (2.3) is equivalent to 

W o = 2r(A01 + 0'00'1) + (e4,-t /2r)"'0"'1' (2.8a) 

WI = rCA ~ + A ~ + ~ +~) + (e4,-t /4r)(~ + "'D, (2.8b) 

Woo - W II - ..100 + All + ..1/ r + A ~ + ~ - A ~ - ~ 

+ (e4,-t /4?)(~ -~) = O. (2.9) 

Equation (2.9) follows from the other field equations. Equa
tions (2.4) and (2.5) are equivalent to 

..100 - All - A/r = (e4,-t /2?)(~ - ~), (2.10) 

"'00 - "'11 - "'I/r= - 2"'/r- 4(..10"'0 -..11"'1)' (2.11) 

Note that the integrability condition for w, WOI = WlO , are 
exactly Eqs. (2.10), (2.11), and (2.6). Thus, in the present 
case, the solution to Einstein equations reduces to finding a 
solution to the coupled nonlinear differential equations 
(2.10)-(2.11) and the solution of the usual cylindrical wave 
equation (2.6) (that is well known). We get W from (2.8) by 
quadrature. 

In (2.10) and (2.11) it does not appear a, so each par
ticular solution A and", of the system of Eq. (2.1O)-{2.11) 
generates a class of functions W given by 

w[a,A,,,,] = n [a] + ~ [A,"'], 

where 

n [a] = f r[20'#1 dt + (~ +~) dr] 

~ [A,"'] = n [A] + f (e4,-t /4r)[2"'0"'1 dt 

+ (~+ ~)dr] 
and 0' is a solution to Eq. (2.6). 

3. COMOVING COORDINATES 

(2. 12a) 

(2. 12b) 

(2.12c) 

It can be easily verified that the coordinates R defined 
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by 

dR ( t,r) = r ( ao dr + a l dt) (3.1) 

and T = a( t,r) transform the 4-velocity ua to ua
' 

= [(a ,a a'Q) 112,0,0,0]; therefore Rand Tare comoving co
ordinates. Equation (2.6) guarantees that the differential 
that defines R is exact. 

The Jacobian of the transformation to comoving co
ordinates is 

J( T,R,8,z) = r (oi - uD 
t,r,8,z 

(3.2) 

which vanishes where p = p = ° in the nonsingular region of 
the space-time. 

The line element in comoving coordinates is 

d?-= [(e2(w-..1)/(oi -07)](dT2-dR2/r) 

- (rfleu + re - U )d8 2 - 2f/!eu d8 dz - eUdr, (3.3) 

this line element has a singularity at r = 0. 
The field equations in comoving coordinates are 

cd = r(a\A 2 + ru\A 2 + 2ruoAA + a\) 

+ (e4..1 /4r)(a\ ft? + ra\;P + 2rao#), (3.4) 

.. " 2a\. " I I 

f/!-rf/!+ f/!= -4(Af/!-rAf/!), (3.7) 
r(oi - 07) 

where ( ) and ( )' denote derivatives with respect to T and 
R, respectively. To solve Eqs. (3.6) and (3.7) we must know a 
and the transformation t = t (R,T) and r = r(R,T); these 
transformations, in principle, are known when a is given. 

4. REALITY CONDITIONS 

For irrotational perfect fluids with equation of state, 
p = p, the energy condition Tab UaUb;;.O and the Hawking
Penrose condition4 (Tab - 1/2 T g ab)UaUb;;.O tell us the 
same, that 

(4.1) 

Note that when oi < ui the metric does not have necessarily 
a pathological behavior, but in this case it does not represent 
the metric of a perfect fluid. When oi < ui the metric (3.3) 
can be generated by the energy-momentum tensor 

where 

(4.3a) 

2079 J. Math. Phys., Vol. 20, No. 10, October 1979 

(4.3b) 

(4.3c) 

(4. 3d) 

The last statement can be easily proved using (1.5) and the 
fact that when ~ < 07, (4.3) is an orthonormal tetrad associ
ated to the metric (3.3). Note that (4.2) is the stress--energy 
tensor of an anisotropic fluid with positive rest energy densi
ty - U,ea ,a and vanishing heat flow. In this case both reality 
conditions are satisfied. 

5. PARTICULAR CASES 

In this section we shall study different solutions to the 
system of Eqs. (2.10)-(2.11). 

Let us assume 

AOO-All-A\/r=O, (5.1) 

then (2.10) tells us that f/! is an arbitrary function of either 
t - r or t + r, i.e., f/! = f/!( t ± r). From (5.1) and (2.11) we 
get 

A = (1/4) lnr + (1/4) In4b, (5.2) 

where b is an integration constant. Now U) is given by 

U) = - (1/16) lnr + 2b J (f/!')2 d ('f' t + r) +.a [a], 

(5.3) 

where now the prime means derivative with respect to the 
argument. This solution, when a = 0, is studied in Ref. 2. 
Note that this solution represents the "superposition" of a 
gravitational wave, a cylindrical self-gravitating fluid and a 
wire without reflection symmetry located at r = 0. 

Let us assume 

At = f/!o = 0, 

thus Eq. (2.11) gives us 

f/! = (1/2)ar2, 

(5.4) 

(5.5) 

where a is an integration constant. We have omitted in (5.5) 
an additive constant, because it can always be eliminated by 
a coordinate transformation of the type z_z + c8. 

From (5.5) and (2.10) we find 

2A00 = - a2e4..1 . 

Equation (5.6a) is equivalent to 

e - u(e - 2..1),00 - [(e - 2..1),0]2 = a2. 

This equation admits the real solution 

e - 2..1 = b cosh(ct), 

where band c are constants related by 

b 2C2 = a2• 

From (5.5), (5.7), and (2.12) we obtain 

U)(1/8)c2r + n [a]. 

The pressure in this case is 

P.S. Letelier 

(5.6a) 

(5.6b) 

(5.7a) 

(5.7b) 

(5.8) 
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p =p = b [cosh(ct)] -I(~ -~) exp( - 2IJ - c2r-/4). 
(5.9) 

If we take the particular solution to (2.6) given by u = kt, 
where k is a constant, the pressure takes the appealing fonn, 

p =p = bk 2 [cosh(ct)] -I exp! - [(k 2 + c2/4)r-] I. 
(5.10) 

Note that in this case r is related to the comoving coordinate 
R by R = (1/2)kr 2. Thus, the pressure is not singular and 
goes to zero when either T = kt or R goes to infinity. But the 
metric (3.3) has a singularity at r = O. 

Let us assume 

1/10 =,.1,0 = 0, 

thus Eq. (2.11) gives us 

1/I1=are- 4A
, 

and Eq. (2.10) reduces to 

,.1,11 + A./r = 1/2 a2e - 4A. 

Equation (5.13a) is equivalent to 

e2A (e2A
) _ [(e2A

) ]2 + e2A (e2A
) Ir = a2• ,II ,I ,I 

This equation admits the real solution 

eU = b /2 [(cr)2 + 1], 
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(5.11) 

(5.12) 

(5,13a) 

(5.13b) 

(5.14) 

where the constants a, b, and c are related by Eq. (5.7b). 
From (5.14) and (5.12) we obtain 

2 1/1 = - (5.15) 
a[1+(cr)2] 

Now OJ is given by 

OJ = 1/2 In[l + (cr) 2] + n [u]. 

The pressure takes the particular simple form 

p = (l/2)b e - 211 (~ - ~). 

(5.16) 

(5.17) 

Note that (5.17) can be obtained from (5.9) doing the follow
ing replacements b-b /2 and c-o. Thus, the remarks that 
we made about (5.10) also apply in this case, except the one 
about the limit T - 00 • 
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mento 28 B, 407 (1975). 

'J. Stachel, J. Math. Phys. 7, 1321 (1966) and references therein. See also 
R.A. d'Invemo and J. Stachel, J. Math. Phys. 19, 2447 (1978). 

JR. Tabensky and A.H. Taub, Commun. Math. Phys. 29, 61 (1973). See also 
Ref. I. 

·S.W. Hawking and R. Penrose, Proc. R. Soc. London, Ser. 314, 529 (\970). 

P.S. Letelier 2080 



                                                                                                                                    

Gaussian quantum stochastic processes on the CCR algebra 
G6ran Lindblad 
Department of Theoretical Physics, Royal Institute of Technology, S-100 44 Stockholm, Sweden 

(Received 22 February 1979; accepted for publication 11 May 1979) 

We define a stationary Gaussian quantum stochastic process (GQSP) on the C·-algebra of the 
canonical commutation relations over a real symplectic Hilbert space. Physically GQSPs can 
describe diffusion with non-Markovian memory effects in quantum harmonic oscillators of 
arbitrary dimension. We find that in analogy with the commutative case a GQSP is completely 
specified by a operator-valued autocovariance function satisfying certain positive definiteness 
and reality conditions. The autocovariance function also determines the response of the system to 
a class of time-dependent generalized forces, and it has a spectral representation in terms of a 
positive operator-valued measure. 

I. INTRODUCTION 

In an earlier paper! a formalism for (generally) non
Markovian quantum stochastic processes (QSPs) was intro
duced, providing a general description of irreversible phe
nomena in quantum systems which included memory ef
fects. Such QSPs were defined by the operationally mea
surable correlations or, equivalently, in a mathematically 
more perspicuous fashion by a set of completely positive 
(CP) maps on tensor products of the algebra of observables 
[which was taken to beB (JY), K a separable Hilbert space]. 

In this paper we consider an especially simple class of 
QSPs defined on the C--algebra of the canonical commuta
tion relations (CCR). We call them Gaussian QSPs (GQSPs) 
in order to stress the analogy with the commutative case. 
Physical1y GQSPs can describe diffusion with memory ef
fects in a set of harmonically coupled quantum harmonic 
oscillators. The formalism defined in Ref. 1 does not imme
diately apply to the CCR algebra. The simple structure of 
GQSPs, however, makes it easy to develop the formalism 
necessary to deal with this case. This is done in the 
Appendix. 

In Sec. 2 we first recall the definition of Gaussian (qua
sifree) CP (GCP) maps on the CCR algebra over a real Hil
bert space provided with a symplectic form. The GQSPs are 
defined in Sec. 3 via GCP maps on tensor products of CCR 
algebras, and the corresponding correlation operator form is 
also derived. It is assumed here that an invariant Gaussian 
(quasifree) state exists. It is shown in Sec. 4 that a stationary 
GQSP is uniquely defined by an operator-valued autocovari
ance function which satisfies certain positive definiteness 
and reality conditions. A normalized autocorrelation func
tion is also introduced. In Sec. 5 is derived a spectral repre
sentation of the autocorrelation function in terms of a posi
tive operator-valued measure which satisfies a reality 
condition. It is also shown that a large class of positive opera
tor-valued measures satisfying this condition actually exists. 
The results of Secs. 4 and 5 thus nicely rephrase the classical 
theorems for Gaussian processes in the noncommutative 
language. In addition it is shown in Sec. 4 that the autocovar
iance function defines the response of the system to a certain 
class oftime-dependent generalized forces. This is a property 
not shared by classical Gaussian SPs without some addition
al hypothesis. 

It should be pointed out that the Markovian case 
(where the dynamics is given by a semigroup ofGCP maps) 
has been treated elsewhere. 2

-4 In that case some greater gen
erality is achieved as the existence of an invariant state is not 
assumed. On the other hand the autocorrelation function 
and its spectral representation was not derived. 

2. GAUSSIAN COMPLETELY POSITIVE MAPS ON THE 
CCRALGEBRA 

LetHbe a separable real Hilbert space with complexifi
cation K, a(.x,y) a bounded real symplectic form on H. The 

CCR algebra A (H,o) is the closure in a suitable C --norm of 
the --algebra A (H,u) which is generated by elements W (x), 
xEN, satisfying the Weyl relations5 

W(x)W(y) = exp[ - ia(x,y)]W(x + y), 

W(x) + = W( -x). 

For simplicity we write 

dO = A (H,u), d = (d <) - = A (H,u). 

We can consider d to be a concrete C --algebra of bounded 
operators in a Hilbert space Y. The C --algebra 

d n = A (Hn ,un) 
n n 

Hn = $H, un(X,y) = L a(x;,y;) 
;= 1 

is then the n-fold C * tensor product6 

n n 

d n = ® dCB(Yn ), Y n = ® Y. 

We note that in this case the spatial tensor product is the 
unique C - tensor product (Ref. 7 Theor. 10.10) and that 

n 

d n = (d~) - , d~ = ® dO. 

We recall that a positive linear functional on s;f ° ex
tends uniquely to a positive linear functional on s;f and that a 
completely positive (CP) map of s;f ° into itself extends 
uniquely to a CP map on s;f. 5.B We call the state p on d 
Gaussian (quasifree) if 

p(W(x» = exp[g(x)], (2.1) 

whereg is a bounded quadratic form withg(O) = 0. 9 The 
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positivity of p is equivalent to the positive definiteness of 

expfg(x - y) + ia(x,y)]. (2.2) 

A map TEB (.if) is Gaussian CP (GCP) if 

T[W(x)] = W(Ax) exp[J(x)], (2.3) 

where AEB (H) and lis a bounded quadratic form such that 

exp[J(x - y) + ia(x,y) - ia(Ax,Ay)] (2.4) 

is positive definite.7
•
s.to When Tis unit preserving, then 

1(0) = O. There is a Gaussian state p invariant under T: 

p(T[W(x)]) = p(W(x» = expfg(x)] 

iff I is of the form 

I(x) = g(x) - g(Ax). (2.5) 

We will always assume the existence of such an invariant 
state from now on. By gauge transformations we can remove 
the inessential linear terms in/andg, and we will conse
quently take I and g to be homogenous quadratic forms. 

The positive definiteness of (2.2) is equivalent to the 
conditional positive definiteness of 

L (x,y) = g(x - y) + ia(x,y) 

(see Ref. 11) and hence to the positive definiteness of 

K~~=L~~+L~~-L(xm-L~~ 
= g(x - y) - g(x) - g(y) + ia(x, y). (2.6) 

We can extend the bilinear forms on H to sesquilinear forms 
on dY and write 

a(x, y) = (x,S y), g(x - y) - g(x) - g(y) = (x,G y), 

K (x, y) = (x,K y), g(x) = - 1(x,Gx), 

x, yEJf', G,K,SEB (JY). 

The positive definiteness of (2.6) then reads 

K-G+iS~O. 

In the same way the positive definiteness of(2.4) gives, using 
(2.5), the condition for the CP property of T, 

K-A +KA>O. 

We can introduce the complex conjugation c associated with 
a real basis spanning H in dY. Then 

GC=G, SC=S, AC=A, KC=G-iS 

G + = G, S + = - S, K + = K. 

Given a positive K, G and is may be defined as the symmetric 
and antisymmetric parts under transposition in this basis. 

In Secs. 4 and 5 we will assume that K is nondegenerate 
and furthermore that K - I is bounded (if this condition is 
not fulfilled we would have to consider a Gel'fand triplet 
instead of only H). 

3. DEFINITION OF A STATIONARY GAUSSIAN QSP 

The definition of a stationary QSP on B (.%') (.%' a sep
arable Hilbert space) was given in Ref. 1 through what was 
called a correlation operator representation, and an equiv
alent tensor product form was derived. From the correlation 
operators could be calculated the probabilities of events con
sisting of sets of outcomes of arbitrary sequences of measure
ments on the system. The measurements were defined by CP 
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map valued measures called instruments,l.I2 In the case of 
the CCR algebra.if, the correlation operators and the prob
abilities are not so simply related. For this reason we choose 
to define a stationary GQSP in terms of a tensor product 
representation. A procedure for defining the correlation op
erators and the probabilities associated with a certain class of 
instruments starting from the tensor product form is given in 
the Appendix. The definitions are chosen to permit a general 
algebraic treatment not depending on any representation de
pendent properties. The definitions furthermore coincide 
with those of Ref. 1 whenever the latter are applicable, e.g., 
when H is finite dimensional and we consider an irreducible 
Schrodinger representation in a separable Hilbert space, 
such that the Gaussian states and the GCP maps are normal. 

A GQSP is defined by a set [Tn EGCP(.if n) 1 where Tn 
is a function of n + 1 time parameters, i.e., (2.3) reads 

Tn(to, .. ·,tn)[W(xn)] = W(Anxn)exp[Jn(xn)], 

where AnEB (Hn)andln are bounded homogeneous qua
dratic forms such that (2.4) is positive definite for 
(An ,In ,(Tn)' We must assume some continuity in the time 
parameters, namely that each An is a strongly continuous 
function of (to , ... ,t,,) with A" (0) = I. Furthermore we as
sume that there is a Gaussian statep satisfying the invariance 
condition (A3) 

PI (Tn(to, .. ·,tn)[W(xn)]) =p(W(x l » 
X Tn_I (II , ... ,In)[W(Xn_ 1 )], 

where n - 1 refers to the n - 1 last indices. With (2.1) and 
(2.3) this relation gives 

In (X,,) + g«A"xn),) = In _ I (x" _ I) + g(x l ), 

11 (X) =g(x) -g(A 1x), 

(Anxn)n_l =A,,_I X n_l' 

The compatibility condition (A2) reads 

Tn(to, ... ,tn)[W(xn __ , $0)] 

= Tn_I (to,· .. ,tn _1)[W(Xn_ 1)] ®I, 

(3.1) 

(3.2) 

where n - 1 now refers to the n - 1 first indices. This gives 

An (Xn $ 0) = (An _ 1 Xn _ I) $ 0, 

fn (X" _ I $ 0) = In _ I (Xn - 1)' 

(3.3) 

where the last relation actually follows from (3.1) and (3.3). 
Together with the stationarity condition that all quantitites 
depend only on the time differences 

.atk =tk -tk _ l , k= 1, ... ,n, 
(3.2) and (3.3) imply that A" is of the form 

(An)ij = OijA (j - i + 1)(..:1ti , ... ,.dt j), 

" 

(3.4) 

where i,j refers to the indices in Hn = $ H (I), Oij = 0 for 

j < i, = 1 for i~i, and A (k lEB (H) are strongly continuous 
functions of k nonegative parameters. From (3.1) follows 
that 

In (Xn)= itl [g(X;)-gCtiA (j_i+ll X(.atj, ... ,.dtj)xj)]' 

(3.5) 
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Consequently the continuity of I" in the time parameters 
follows from that of the A (k). 

In addition to the positive definiteness condition on 
(2.4) there is one more condition not yet satisfied, and that is 
the additional compatibility condition (A4) which is most 
easily expressed in the correlation operator form (A6). 
Therefore we now tum to the derivation of the correlation 
operators. We see from the definition of Tn and (3.4) that the 
conditions for Lemma A-3 are satisfied. Consequently there 
are y n , y~ ElI" such that for all n 

W(O E9 y" _ I )T" [We - x,,)W( - y" _ I E90) 

X W(Y~_I E90)W(X~)]W(0E9 - Y~_I) 

= T" [[ W( - x k );W(xk)J7] ®I (3.6) 

gives the correlation operator. From (3.4) follows that 

Y" =B,,(41tl, .. ·,41t,,)[X,,]E9YII_1 
,,-1 

= E9 B,,_k(41tk+ I , .. ·At,,)[x,,_k], 
k=O 

where n - k refers to the n - k last indices and the BII are 
defined by 

B,,(41tl , ... ,41t,,)[x,,] = i [A (k)(41tl , ... Atk)xk ] 
k=1 

+ B" _ k (41 tk + I , ••• At")[x,, - k]' 

From this relation follows that B" is of the form 

B,,(41tl , ... ,41t,,)[x,,] = i B(k)(41tl , ... Atk)xk, 
k=1 

Bo =0. 

whereB (k)ElJ (H) satisfies the recursion formula (B (0) = I) 

B (11)(41t l , ... At,,) 

= i A (k)(41tl, ... ,41tk).B(,,-k)(41tk+p ... Atn) (3.7) 
k=1 

and are strongly continuous functions of the time param
eters. We see from (3.6) that the correlation operators are of 
the form 

Tn ([ W( - X k ); W(xk)l7J = W( - B" [x" ])W(B" [x~]) 

Xexp[k"(x,,,x~)], (3.8) 

where the k" are quadratic forms in (x",x~). Now we can 
apply the additional compatibility relation (A6) to (3.8) to 
obtain by recursion 

B (")(41t l ,. .. At,,) = B (" - 1)(41tl , ... Atm + 41tm + 1, ... At,,) 

=B(I)(t" -to)=A(t" -to), 

A (t) = A I (t) = A (I)(t), 

Bn [xn] = iA (tk - to)xk' (3.9) 
I 

We can invert the relation (3.6) to obtain 

T" [We - x,,)W(x~)] = Tn [{ W( -zk);W(zk)J7] 

® W( - Y"_I)W(Y~_I)' 

where z" is defined by the recursion relation 
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This shows the equivalence of the conditions (Al)-(A4) and 
(A5)-(A 7) for GQSPs. The CP condition (AS) is just the 
positive definiteness of exp [k" (x,y)] which is equivalent to 
the positive definiteness of 

K,,(x,y) = k,,(x,y) + kn(O,O) - kn(x,O) - k,,(O,y), 

The k" can be determined in terms ofthe/" via (3,6), but 
they can also be derived directly from the in variance condi
tion (A7) which gives with (3.8) the recursion formula 

k 1 (xJl) = g(x - y) - g(A (t )(x - y» + io{x,y) 

- iu(A (t )x,A (t )y) 

k"(x,,,y,,) - kn _ I (x,,_ l,y" _ I) 

= g(xi - YI + XI,,, - YI,,,) - g(xo,,, - Yo,,,) 

+ io{x i +XI,n'YI + YI,,,) - io{xo." , Yo,,,) 

- io{x i ,XI,,,) + io{YI 'YI,,,), 

where n - 1 refers to the n - 1 last indices and where we 
introduce the notation 

x m,,, = i A (tk - tm)Xk' 
k=m+ I 

The solution is given by 

k,,(x,y) = K,,(x,y) - !K,,(x,x) - !K,,(y,y) 

- i L [o{Xk,xk,,,) - o{Yk,Yk,,,»), (3,10) 
k 

n n-l 

K,,(x,y) = L K(Xk'Yk) + L [K(xk,Yk,,,) 
k= I k= I 

+K(xk,,,,ydJ -K(xo,,,,Yo,,,)' (3.11) 

Obviously k" is determined by KandA (t). We can sum up 
this paragraph in the following proposition. 

Proposition 3-1: A stationary GQSP is defined by a posi
tive KElJ (JY) (giving G and S when the real basis of 
J¥" = H E9 iH is specified) and a real strongly continuous 
functionA: R-B(H)withA (0) = Isuchthatthek" defined 
by (3.11) are positive definite. The tensor product form is 
specified by the A (II) defined by the recursion relation (3.7) 
which now reads 

A (")(41tl , ... At,,) = A (t" - to) 

,,-1 - L A (k)(41tl , ... Atk)·A (t" - t k ) 

k=1 

and the/" given by (3.5). The correlation operator form is 
specified by (3.8)-(3.11). 

Remark: The GQSP is obviously Markovian iff A (t) 
forms a semigroup: A (s + t) = A (s)·A (t). This is so if and 
only if A (2) = 0 (and hence A (k) = 0 for k>2). 

4. AUTOCOVARIANCE AND AUTOCORRELATION 
FUNCTIONS 

We introduce the operator-valued autocovariance 
function 

K (t) = KA (t )(t>O), = A ( - t) + K (t < 0). 

and assume from now on that K - I exists as a bounded 
operator. 

Proposition 4-1; A strongly continuous function 

R 3 t >---+K (t)EB (J¥") with K (0) = K = G + is 
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uniquely defines a stationary GQSP on ..::1 (H,u) with an in
variant Gaussian state given by G iff 

(a) it is positive definite in the sense that 

i,j 

for all I tiER,XiEB(JY)Jf, allN 
(b) A (t) =K -IK(t) (t:>O) is real: A (t)C =A (t) 
Proof: We write (3.11) in the form 

Kn(x,y) + K(xo.n,Yo,n) = I (xk,K(t/ - tk)y/) 
k,/ 

Kn pos. def. for all nand K:>O obviously implies that K (t) is 
pos. def.. 
Conversely, let K (t) be pos. def. and put 

Xo = -xO,n' 

Then we find that 

i (xk,K(t/ - tk)y/) = Kn(xn,yn) 
k,/~O 

and consequently Kn is pos. def. 
We can normalize K (t ) and introduce the autocorrela

tion function 

R (t) = K - 1I2K(t)K -112. 

R (t) is obviously positive definite if K (t) is and R (0) = I. 
Proposition 4-2: If R (t) is positive definite and R (0) = I 

then R (I) + R (t )<.1 and R (t) is strongly continuous in t if 
it iro; continuous at t = O. 

Proof: In the positive definiteness condition 

IXi/R(tk -t/)X/:>O 
k,l 

we first take tl = 0, t2 = t, XI = I, X 2 = R (t) to obtain 

1- R (t) + R (t ):>0. 

Secondly we put tl = 0, t2 = S, t3 = t, XI = R (s}R (t - s) 
- R (t ), X 2 = - R (t - s), X3 = I to obtain 

I - X t XI - X 2+ X 2 :>0. 

If R (t) is strongly continuous at the origin, then 
s-lim,~sX2 = - I and consequently s-limt~sXI = 0. 

We want to justify the names autocovariance and auto-

correlation function introduced above. If d = 11"(..::1 (H,u) ) 
is a ray continuous *-representation of the CCR in a Hilbert 
space ff, then there is for each xEH a self-adjoint operator 
in.~ which we denote by (x,x), such that 

W(x) = exp[i(x,x)]. 

If we write x = ixie, Xi = (ei,x), then we find (with some 
abuse of notation) 

= (el ,K (t )e2 ) = K (t )12' 

Higher order correlations of the form 

p(Tn [!Xk;Yk 17]) 
are similarly derived from the relation 
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p(Tn [! W( - Xd;W(Yk) 17]) = exp[Gn(x,y)], 

Gn(x,y) = I (xk,K(t/ - tdY/) 
k,l~ I 

n - I 

- I I (Xk ,Kxk,n) + (Yk,n,K Yk) I 
k~1 

n 

-! I (xk,Kxd + (Yk,KYk)j· 
k~1 

They are obtained as sums of products of matrix elements of 
K (t ) in precisely the same way as in the commutative case, 
e,g., 

p(T4 [lxk;o Ji]) = K (t2 - tl )12 K (/4 - t3)34 

+K (t3 - tl )13 K (t4 - t2)24 

+K(t4 -tl)14K(t3 -t2b. 

In contradistinction to a commutative SP the definition 
of a QSP includes the response of the system to external 
forces. In the case of the GQSP we can easily deal with a class 
of generalized forces defined through the time derivative of 
the expectation of the generator X introduced above. The 
corresponding finite transformations are simply gauge 
transformations 

U(y)[W(x)] = exp[i(y,x)]W(x), 

wherey = J(t )..::1tEH andR3 t -J(t )EHisasufficientlyregu
lar function. The calculations are simplified if we assume 
that S - I exists as a bounded operator (this is not necessary, 
however). Then we can implement U(y) by a unitary 
transformation 

U(y)[ W(x)] = W( -!S -I y) W(x) W(!S -I y). 

We let this type of instrument act on the system at the in
stants tk = kt In, k = 1, ... ,n. The time development of the 
system during the time interval (O,t ) is then given by 

T [W(x)] = exp [iu(Yn,x) ]Tn [! W( - Zk); W(z;J 17 ] 
Zk =!S -I Yk =!S -IJ(tk)t In, 

zic =Zk' k<n, Z~ =Zn +x. 

The expectation of this operator in the state p is 
exp [iu(zn ,x) + Gn (z,z')] 

=exP[ktl 2iIm(zk,K(tn -tk)x) 

+ i Im(zn ,Kx) - !(x,Kx) + i(zn ,SX)] 

=exp[i ktl (A(tn -tk )+ J(tk)tln,x)-!(X,GX)]. 

We take the limit n_oo and assume that the integral 

A + (J,t) = fA (t - 1") +- J(1") d1" 

exists in a weak sense. We then obtain 

p(T(t )[W(x)]) = exp[i(A + (J,t ),x) + g(x)] 

and the expectation of (X,e) at time t is (A + (J,t ),e). We 
conclude that the response of the system to this type offorce 
is given by K (t). This is strongly reminiscent of a version of 
the fluctuation-dissipation theorem in the stochastic de
scription of thermodynamic fluctuations, In the classical 
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case, however, this relation is not a consequence ofthe defi
nition of a stochastic process, but involves additional infor
mation in the form of a linear response hypothesis or a Lan
gevin equation. 

5. SPECTRAL REPRESENTATION OF THE 
AUTOCORRELATION FUNCTION 

We want to derive a noncom mutative analog of 
Bochner's theorem for the autocorrelation function R (t). 
The first step is 

Lemma5-1:R3t>---+R (t)ElJ (~isaweaklycontinuous 
positive definite function iff there is a positive operator-val
ued measure (POVM) Eon R such that 

R (t) = f: '" exp(iUlf)E (dw). (5.1) 

The definition ofaPOVM is given, e.g., in Ref. 12. The proof 
proceeds from Bochner's theorem precisely as the proof of 
Stone's theorem in Ref. 13 Sec. 138. Note that weak continu
ity implies strong continuity. 

Corollary: Under the same conditions there is a Hilbert 
space.}Y, a weakly continuous group of unitary operators 
U (t ) in % and a projection P : % -.K such that R (t) 
= PU (t )P. The prooffollows from Theorem 8.1 of Ref. 14. 

The condition A (t) C = A (t) in Proposition 4-1 must be 
transcribed into a condition on E (01). Define 

(2m) - 1 J (01 - zf- IE (dw) = E + (z), Imz> 0, 

= -E_ (z), Imz<O. 

Obviously 

E + (z*) = E _ (z) + , 

E _ (z) = (21T) - I L'" R (t) exp( - izt) dt. 

Introduce 

V = (KC)1/2K -- 112, N = V + V. 

Notethat V C = V-I. TheconditionA (t) C = A (t )thenreads 

E _ ( - z*) = V + [NE _ (z) ]CV, 
(5.2) 

E + (- z*) = V + [E + (z)N yv 
(the two equalities are just Hennitian conjugates of each oth
er). From Proposition 4-1 follows 

Proposition 5-2: For given K, the strongly continuous 
function R 3 t ~R (t )ElJ (~is the autocorrelation function 
of a GQSP iff it is of the form (5.1) where the POVM E 
satisfies the reality condition (5.2) and is normalized to 
unity, 

E(R) = I. 

As the condition (5.2) is quite implicit we want to de
scribe in more detail how to construct a large set of PO VMs 
which satisfy it. We start with POVMs in the commutant of 
N. 

Proposition 5-3: (a) Let 010 belong to the point spectrum 
and put 

AE = lim (E(wo) - E(wo - c)]. 
E-.{) 
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ThenAEE[N J'. 
(b) If there is a gap in the spectrum, i.e., an open interval 

A on R such that E (A ) = 0 then E (w)E ( N J' 
Proof (a) It is easily seen that 

AE = 2 lim f E _ (z) dz, 
E-->O J)'{E) 

r(c) : Z = 010 + c exp(iO), - 1T<'O<,O. 

The equality (5.2) integrated over r(€) gives that - 010 is a 
point in the discrete spectrum with a "jump" which must be 
positive: 

AE' = V +(N AEYV;;;.O. 

Hence NAE = V + (AE ') T. Hermitian conjugation gives 

NAE=AEN. 

(b) If there is a gap in the spectrum, then E + (z) and 
- E _ (z) are analytic continuations of each other. From 

(5.2) we obtain by analytic continuation 

E + (-z*) = V + [NE+ (z)yv. 
Consequently [N,E + (z)] = 0 andE(w)E[N J'. Conversely, 
given a POVM E( in IN J' we put 

E; (01) = V + [NEI ( - 01) yv. 
E; is then a POVM in IN J' and 

E(w)=-=A -112[E1(w)+E;(w)]A -1/2, 

A = E\ (R) + E ; (R) 

is a normalized POVM in IN J' satisfying (5.2): 

E(w) = V + [NE( - w)]cV. 

This construction gives the most general normalized POVM 
in (N J' satisfying (5.2). 

We will now show how to find a POVM which is not in 
IN J' and which consequently covers R. Assume that 

e(w) = dE (w)/dw 

exists as a positive weakly measurable function. Define 

T[e](w) = lim V + [E + (- 01 + i€)N 
,~O 

+ NE _ (01 - ic)YV 

whenever the right-hand side exists as a weakly measurable 
function. Then (5.2) is satisfied iff 

e(w) = T[e](w). (5.3) 

A necessary condition for this to hold is that 

lim [E + ( - OJ + ic)N + NE _ (01 - ic)] (5.4) 
E~O 

is a positive weakly measurable function. Ifthis is true, then 
the identity 

T'T[e] = e 

holds. Consequently 

e(w) = tfe(w) + T[eJ(w)J 

is a positive weakly measurable function satisfying (5.3). The 
problem is then to construct a positive weakly measurable 
e( 01) such that (5.4) is positi ve and weakly measurable. When 
the limit exists, the expression (5.4) can be rewritten in the 
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form 

e'(w)=1[e(m)N + Ne(m)] 

+ (2m) - I PV f dA. (A. - m) - I [e( A. ),N]. 

In the second term of Hilbert transform type e(m) must be 
sufficiently regular for the integral to represent a measurable 
function. In order that this function should be integrable 
over ( - 00,00) we must demand that 

f dm [e(m ),N] = 0, i.e., f dm e(m)E [N l'. 

Note that we cannot nomalize e(m) from the start. 
Let a:R __ B (JIt) be a sufficiently regular function of compact 
support such that 

f dm a(m) = O. 

It is easy to see that as N and N - I are assumed to be finite, 
there is a minimal integrable scalar function c(m) such that 

e I (m )_a(w) + c(m )/;;;>0, 

e; (m)-He l (m)N + Ne l (w)] 

+ (2m) - I PV f dA. (A. - w) - I [a(A. ),N ] ;;;>0. 

e l ande; definePOVMsE I andE;. The set ofPOVMsEin 
[N I' such that 

E,E1 , E,N - 1I2E;N -112 

is a partially ordered set. Choose any maximal element E2 . 
Then 

EJ =EI -E2 , Ei =E; -NEz 

are POVMs. Note that 

E3(R) = N -IE ;(R):::::AE\N J'. 
Define 

E = HA -1/2E3A -1/2 + V +(A -1I2Ei A -ll2yv]. 

Eis then a normalized POVM satisfying (5.2). Furthermore 
if F is a POVM in [N I' satisfying (5.2) such that A.F,E for 
some A. > 0, then F = O. 
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APPENDIX 

A class of instruments relevant to the definition of a 
GQSP can be specified in the following way. 

Let fl = (w J be a countable set of outcomes. An instru
ment on .sf' 0 is given by a map 'lJ' from subsets of fl to 
CP(.sf' ~ such that 

'lJ'(0) = 0, 'lJ'(fl )[11 = I, 

'lJ'(E) [X ] = L 'lJ'(Ek)[X], XE.sf'°, 
k 

for disjoint sets E k with E = uE k, where the sum is assumed 
to be norm convergent. Of course each 'l? (E) extends unique
ly to a map in CP(.sf') and the sum above is in fact uniformly 
norm convergent on .sf'. 8 
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In analogy with the tensor product representation de
rived in Ref. 1 we introduce the following structure for a 
stationary QSP on .sf' 0 (extended to .sf' by continuity). 

A QSP consists of a set [ Tn EB (.sf'~) II, Tn depending 
on n + 1 time parameters (continuously in some topology 
which we will not specify) through the time differences .:itk 

= t k - t k _ I , and an invariant state P on .sf' satisfying the 
conditions (a)-(d) below. 

(a) Complete positivity: TnECP(.c¥'~) which means that 

I X (I) + Tn [W (x(i» + W (x(j)]X (J);;;> 0 (AI) 
i,j 

for all (x(t)Elf n,x (t)E.sf' n I ~ and all N. Tn extends to .sf' n by 
continuity. 

(b) Compatibility: 

Tn( to,···,tn)[X®I] = Tn_I (to,···,tn _ I)(X] ®I 

for all xE.sf' n _ I . 

(c) Invariance: 

PI (Tn (to,· .. ,tn )[X ® Y]) 

= p(X)Tn _ I (t\ , ... ,tn )[ Y] 

(A2) 

(A3) 

for all (XE.sf', YE.sf' n _ I ), where PI denotes P considered as 
a partial state on the first factor in .sf' n . 

(d) In addition we must impose a compatibility condi
tion corresponding to that given in Ref. 1 Sec. 3, Remark 1. 
This condition will be formulated below. 

In order to be able to derive the correlation operators 
and the probabilities associated with instruments of the type 
defined above we will restrict ourselves to a special class of 
CP maps on sl"~. 

Lemma A-I: Let TnEB (.sf'~) be oftheform (for a given 
m) 

Tn [X ® W (x~ _ m) + W (y~ _ m)] = T m.n (x~ _ m' y~ _ In) [X] 

® [ : ~,~ Xn _ k(X~ _ k'Y~- k)]' 
where XE.c1;!, , x~ _ k = (xn + I , ... ,xn )· Let Tm.n(x,y) 

EB (.sf';!,) be positive definite in the sense that 
N L X (I) + T m.n (X(I),X(J) [W (y(I)) + W (y(j)]X {J);;;>O 
i,j 

for all (x(t)Elf m _ n ,y(t)ElI m ,x (t)E.sf' m I and all N, and the 
Xn _ k(X,y)E.sf'° positive definite in the sense that 

N .I X (1) + Xn _ k (x(1),x(J)X (J);;;>O 
i,J 

for all {x(t)Elfn _ k,x (t)E.sf' l,allNandallm,k < n. Then Tn 
ECP(.sf'~). 

Proof From Ref. 7 Sec. 1,2 we know that Tm •n and 
(Xn _ k 1 have Kolmogorov decompositions. 

Tm.n(x,y)[X] = Vm.n(x) + 1Tm.n(X)Vm.n(y), 

Xn _ k (x,y) = Wn _ k (x) + Wn ~- k (y), 

where 17' m.n is a *-representation of .c¥' m in some Hilbert 
space. It is then obvious that (A 1) is satisfied. 

Corollary: If Tn is of this form for m = 1, then it is true 
for all I,m < n. 

Denote by Po the central state on .sf' defined by5 
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{
I for x = 0. 

Po (W(x» = ° for x*o. 

and denote by PO,m the partial state on the mth factor in d n 

given by Po' 

Lemma A-2: On the set of all TnECP(d~) with the 
properties of Lemma A-I for a given m there is defined a 
contraction 

8 m : Tn ~T~_IECP(d~_I) 

through 

T~_ 1 (X® Y) = L PO,m «1m ® W(x) ®In -m - I) 
XEH 

X Tn [X® W( -x)® Y]) 

for allX® d~ _ I> YEd~_m' 
Proof Note first that the sum is always finite. From the 

given form of Tn we obtain that T ~ _ J is of the same form 
with 

X~._k=Xn_k' m<.k<n-l, 

T~"n _ 1 (x~ =- ~_ I.YZ= ~'_I)(W(Xm) + W(Ym)] 

= Tm,n(x~=~,y~=~)(W(Xm_I)+ W(Ym_l) 
X (n- I n - I )] ® n -. m Xn - m ,Y n - m 

where Xm = (xl'· .. ,xm)' T;",n _I obviously has the positive 
definiteness properties defined in Lemma A-I. 

Remarks: 1. If Tn belongs to the class of maps of 
Lemma A-I for a given m. then so does (0 denotes composi
tion of CP maps) 

( ; T(k) )oTn for all T(k)ECP(&'O). 

Tn0(T'", ®In_ m ) for all T'",ECP(d~). 

2. If T(m) = 1m _ I ® T' ®In_ mECP(d~). where 
T'ECP(&'~, then we have the following relation 

8 m [T"oT(m)] = 8 m [T(m+ l)oTn ]. 

3. If A,BEd 0 and we put T'(X) = AXB. then the pre
ceding relation still holds (T' is a "matrix element" of a CP 
map on the 2 X 2 matrix algebra over d). 

We can now formulate the additional compatibility re-
lation mentioned above. 

(d) Compatibility: 

8 m [Tn(!tk )7)] = Tn _I ({td7 : k*m). (A4) 

The probabilities corresponding to those of Ref. I Sec. 2 
are defined as follows. Let! 'i' k ) 7 be a set of instruments of 
the type defined above. The probability of obtaining a se
quence (lUI .... ,wn ) of outcomes when the instruments act at 
instants tl < t2 < ... < tn. given that the state at time to < tl is 
p, is given by 

This expression is well defined by Remarks 1.2 above. It is 
obviously positive. The definition coincides with that in Ref. 
1 whenever they are both valid. 
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The correlation operators are defined in the following 
way 

Tn(to, .... tn )[{ W( - xk);W(xk)I~] 

=()1: 8 m )[Tn(to, .... ln)0( ; T(Xk,Xn)] [1]. 

where T(x. y)[X] = W( - x)X W(y). and they satisfy the 
following relations which correspond to those of Ref. 1 Sec. 
2. 

(a) Complete positivity: 

i,j 

for all ! X (I)Ed n .X(I)EH n ), all N. 

(b) Compatibility: 

Tn <! tk J7)[/ W( - x k);W(xk)J7J i xm = x;" = 0 

= Tn _ I ({ t k J 7 : k*m) [{ W ( - X k); W (x;J J 7 : k*m] 
(A6) 

which corresponds to (A2) for m = n and to (A4) for m < n. 

(c) Invariance: 

p(Tn(to.· .. ,tn)[{ W( - x k); W(x;'JJ7 ]) 

=p(W( -xl)Tn_ I (tl> .... tn) 

X [( W( - Xk);W(Xk»)~ ]W(x;». (A7) 

The following lemma helps in the calculation of the correla
tion operators for GQSPs. 

Lemma A-3: If TnECP(d~) is of the type defined in 
Lemma A-I for m = I and if there are unitary Uk.U~Edo 
such that 

(1® U)T"o( ~ T(xk.XD)[U + U' ®I](I® U')+ 

Edo®ln_ l , 

n-I 
where U = ® Uk' then this expression is equal to 

T,,[{W(-Xk);W(xk)I71®ln_ I' 

Proof This follows from the definitions of 8 and the 
correlation operator and Remark 3 above. 
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The interaction between quanta and a static soliton is discussed in the boson theory. As a natural 
co~sequence, there appears the quantum coordinate associated with the position of the soliton, 
WhICh leads to a quantum or classical behavior of the soliton depending on its size and the 
experimental conditions. It will be shown that the presence of the quantum coordinate (or 
collective coordinate) is required by the equal-time canonical commutation relation. 

1. INTRODUCTION 

In recent papers1
•
2 we showed how the classical Euler 

equation is obtained from the Heisenberg equation when the 
boson transformation is used; this formalism is called the 
boson theory. According to this method the soliton solu
tionsH can be regarded as extended objects that are created 
by the condensation of a certain boson. In Ref. 1 some of us 
(H.M. and H.D.) applied this method to the (1 + I)-dimen
sional).,,p 4-model and obtained the static soliton solution 
from the Heisenberg equation. In Ref. 2, others of us (G.O. 
and M.U.) made an extensive analysis of the sine-Gordon 
equation. A remarkable result is the linear law for the boson 
transformation parameter lex): 

(Ll) 

where fN (x) is the parameter for N solitons while the func
tions/; (x) are the single soliton parameters. One merit of this 
approach lies in the fact that the theory begins with the usual 
quantum field theory, from which creation of extended ob
jects naturally follows. Thus, extended objects (i.e., solitons) 
appear in a quantum many-body system, and therefore, they 
interact with the quanta. It is the purpose of this paper to 
study the interaction between extended objects and the 
quanta. In this section, we present a brief summary of the 
boson theory. 

Using the same notation as Ref. 1, we consider a Hei
senberg equation 

A (a)t/J = F[t/J], (1.2) 

where t/J is a scalar Heisenberg field. For the sake of simplic
ity, we assume that the perturbative method is applicable to 
Eq. (1.2). Eq. (1.2) leads to the Yang-Feldman equation 

t/J = If 0+ [A(a)]-IF[t/J], (1.3) 

where If 0 is a renormalized free boson field satisfying 

(1.4) 

and has the form 

O(X)=ZiI~ 1 
If (217/12 ~ r::--V 2uJk 

X [a(k)e'kx - iWkt + at(k)e - ikx+ iw,t ]. (1.5) 

Here a(k) is the annihilation operator of the If a_quantum 
with momentum k and energy l1) k , and Z is the wave func
tion renormalization constant. In (1.3), we used the notation 
If 0 instead of If in in order to make it clear that our choice for 
the free field is not necessarily limited to the in-field. When 
ip 0 is different from the in-field, a suitable choice of the 
Green function A - l(a) should be made accordingly. 

When we solve (1.3) by successive iteration we are led to 
the usual perturbative expansion. The result is an expression 
of t/J in terms of ip 0: 

t/J(x) = t/J[x;ipDj, (1.6) 

which is called the dynamical map. 
Let us now introduce a c-number function/(x) that 

satisfies 
A (x}f(x) = O. (1.7) 

Then we can generalize the Yang-Feldman equation as 

t/J=lfo+i+ [A(a)]-IF[t/J]. (1.8) 

Solving (1.8) by successive iteration, we obtain a new solu
tion of (1.2): 

t/Jf(x) = t/J(X;IfO + f). (1.9) 

Note that t/Jfis related to t/J through the boson transforma
tion If 0 ....... If 0 + f The fact that both t/J and t/Jf satisfy the 
same Heisenberg equation (1.2) is the content of the boson 
transformation theorem6

: 

(1.10) 

Let us now introduce the classical field </Jf(x) as 

,pf = (0 I t/Jf 10). (1.11) 

This describes an extended object created by the condensation 
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of the rp 0 -quanta. It was shown in Ref. 1 that, when we define 

tP~ = limtP.t; (1.12) 
h-+O 

this satisfies the Euler equation 

A (O)t/>b = F [tP~]. (1.13) 

Equation (1.12) shows that tP~ is given by the tree diagrams 
only. 

In the next section, we derive a kind of Schrodinger 
equation for the one particle matrix elements in the presence 
of extended objects; the equation contains a self-consistent 
potential that is created by the soliton. In Sec. 3, the structure 
of the dynamical map ",I is investigated in the tree approxi
mation. The result shows that the introduction of certain 
canonical quantum coordinates associated with the position of 
soliton is required from the canonical commutation relations. 
Significance of these coordinates is discussed. A general con
sideration without any use of the tree approximation for the 
results of Sec. 3 is developed in Sec. 4. This consideration 
again confirms the appearance of the quantum coordinates 
mentioned above. In Sec. 5, we present a brief summary of 
our results. 

Quantization of the classical soliton has been studied by 
many. It is comforting to us that the boson theory naturally 
leads to results, several features of which resemble the results 
obtained by other approaches that began with classical solu
tions.- The quantum coordinate (or the collective coordi
nate) is a kind of concept that is widely used in solid state 
physics. 7 The study of extended objects by use of the collec
tive coordinate is extensively done in Ref. 6. A significant 
question from the quantum field theoretical viewpoint is to 
ask what is the origin of this coordinate. Our conclusion is 
that the presence of the collective coordinate is required 
from the canonical relations. 

2. THE SELF-CONSISTENT POTENTIAL INDUCED BY 
SOLITONS 

In this section, we study the interaction between the 
soliton and rp 0 -quanta. To do this, we determine the general 
structure ofthe dynamical map in (1.9). 

The Taylor expansion of the dynamical map in (1.9) 
leads to 

",f(X) =tP f(x) + f d 4yc(x;y)rp°(y) + f d 4y 

X f d 4zc(x;y,z):rpO(y)rp0(z): + "., (2.1) 

where 

c(x;y) = ~tP f(x) (2.2) 
~f(Y) , 

c(x;y,z) = ~ ~f~Y) ~~z) tPf(x), etc., (2.3) 

and derivatives mean functional derivatives. 
We now introduce 

Jf(x) = (OIF[",f] 10). (2.4) 

Then, the Heisenberg equation (1.2) leads to 
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(2.5) 

Let us now changef(x) intof(x) + Eg(X), whereg(x) 
also satifies (1. 7), that is, 

A (a)g(x) = o. (2.6) 

Here E is an infinitesimal constant. We have 

(2.7) 

Since tP f + 109 satisfies (2.5), 

A (~tPf(x) = fd)! ~JF(X) g(y). 
g ~f(Y) 

(2.8) 

Here a x means the derivative with respect to x. For given 
f(x), tPf(x) is uniquely determined. Furthermore, there is a 
one-to-one correspondence betweenf(x) and tP I(x), under 
the given boundary condition forf(x). Then we can regard 
f(x) as a functional of tPf(x). As a result, Jf(x) is also regard
ed as a functional of tPf(x), 

Jf(x) = J (x;tP f). (2.9) 

Since 

(2.10) 

we have 

with 

(2.12) 

The function V fis called the "self-consistent potential." The 
expression ~tP~(x) behaves like a wave function of a quan
tum in a nonlocal potential Vf(x,z). 

The significance of Eq. (2.11) lies in the fact that 
the linearrpo-term in the dynamical map is equal to~tP~o(x) 
and therefore that it satisfies (2.11). This implies that rp 0_ 

quanta feels the self-consistent potential Vf(x,z) which is in
duced by soliton. Choosing 

z! 
g(x) = V exp[ ± i(k·x - OJk t )], (2.13) 

(21T)32wk 

we can determine the linear rp ° -term in the dynamical map 
(2.1). HereOJk is the energy of the rp a-quantum with momen
tum k. In a similar manner, the higher order terms in (2.1) 
can be obtained. 

When the tree approximation is used [see (1.13)], 
Vf(x,z) is simply given by 

Vf(x,z) = F'[tP f (X)]t5<4)(X -z), (2.14) 

where F'=~F /~tPf. Then (2.11) becomes 

(A (d) - F'[tP f(x)])~tP~(x) = o. (2.15) 

This equation has the same form as the one called the stabil
ity equation. 4 
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In the following, we restrict our consideration to static 
cases in whichf(x) (and therefore ¢Jf(x» is independent of 
time [i.e.,J(x) = f(x)]. In these cases the time-translational 
invariance of the theory leads us to conclude that the expan
sion coefficients in the dynamical map (2.1) and the self
consistent potential have the following forms; 

C(x;y) = C(x,y,tx - ty), 

C (x;y,z) = C (x,y,Z,t -- t t. - t) etc., 
x y' l( z' 

VJ(x,y) = Vf(x,y;tx - ty). 

(2.16) 

(2.17) 

(2.18) 

Equation (2.7) together with (2.13) leads us to the following 
form of 8¢J ~ : 

e - i(JJJ.J,~ 

8¢J~(x) = Z l u(x,k) .. / 
V 2mk 

= fd4y8¢Jf(X) eik.y-iwkly Z!. (2.19) 

t>f(y) V 2(21T)3 Wk 
It should be noted that the normalization of u(x,k) is deter
mined by the asymptotic condition: u(x,k)-+ exp(ikx)/ 
(21T)312 for I x I ~ 00. 

Now (2.11) leads to the eigenvalue equation 

A (a,wk)u(x,k) = fd 3y Vf(X,y;Wk)U(y,k), (2.20) 

where 

A (a,w) = A (J)lao~ -iw (2.21) 

and Vf(x,y,w) is defined by 

Vf(x,y)= 2~ fdwexp [ -iw(t, -ty)]Vf(x,y;w). 

(2.22) 

In the next section, we study Eq. (2.11) [or (2.20)] by 
using the tree approximation. A general consideration with
out any use of the approximation is presented in Sec. 4. 

3. THE QUANTUM COORDINATES. I. THE TREE 
APPROXIMATION 

When the tree approximation is made, ¢Jf(x) satisfies 
the Euler equation (1.13): 

A (a)¢Jf(x)=F[¢Jf(x)]. (3.1) 

In this case, the self-consistent potential Vf(x,z) becomes 

Vf(x,z) = F' [¢Jf(x) ]8(x - z), (3.2) 

where 

F' = t>F. 
8¢Jf 

Thus, Eq. (2.11) becomes (2.15), i.e., 

(A (a) - F'[¢Jf(x)])8¢J~(x) = o. 

(3.3) 

(3.4) 

Since the renormalization factor Z is equal to 1 when the tree 
approximation is used, (2.19) reads as 

8¢J~(x) = [2m
k

] - !u(x,k)e - iWktx (3.5) 

= [2m (21T)3] -! fd 4y t>¢Jf 
k 8f(y) 

X exp(iky - iWkty)' (3.6) 
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Now (3.4) becomes the eigenvalue equation 

{A (a,wd -- F'[¢Jf(x)]}u(x,k) = O. (3.7) 

Furthermore, this eigenvalue equation admits solutions with 
discrete energies: 

(3.8) 

We can choose u(x,k) and ui(x) to form an orthonor
malized complete set of solutions of the eigenvalue equations 
(3.7) and (3.8): 

f d 3X u·(x,k)u(x,l) = t>(k -I), (3.9) 

f d 3X u;(x)uj(x) = 8ij, 

f d Jx u;(x)u(x,k) = O. 

We then have the sum rule 

(3.10) 

(3.11 ) 

fd3ku·(x,k)u(y,k) + ~ u;(x)ui(y) = t>(x - y). 

(3.12) 

Let us now recall that, since Eq. (1.7) is translationally 
invariant,J(x + a) satisfies (1.7) whenf(x) does. The re
p1acementf(x) ~ f(x + a) induces the spatial translation 
x ~ x + a in ¢Jf(x): 

¢Jf(Y +a)(x) = ¢Jf(Y)(x + a), (3.13) 

which gives 

f d 4y ~~~: aJ(y) = ai¢Jf(x), i = 1,2,3. (3.14) 

Since aJ(x) also satisfies Eq. (1. 7) for f(x), (3.4) gives 

{A (a,w) - F'[¢Jf(x)]}aitbf(X) = 0, for w = O. 
(3.15) 

We thus see thatai¢Jf(i = 1,2,3) are the zero energy solutions 
of the eigenvalue equation (3.8). 

Let us now define 

Vij = f d 3xai¢Jfaj ¢Jf. (3.16) 

We can then write as 
3 

U,.(x)= L (V-!)ijaj¢Jf (i= 1,2,3) (3.17) 
j~" 1 

because these functions satisfy, not only the eigenvalue equa
tion (3.8), but also the orthonormalization condition (3.10). 
This result shows how the translational invariance of the 
theory induces the translational modes; as soon as the cre
ation of the extended object breaks the translational symme
try, the dynamics naturally creates the translation modes in 
order to preserve the translational invariance (this point is 
further clarified later). Existence of the translation modes is a 
particular feature of the self-consistent potential induced by 
the extended object, which itself is self-consistently created in 
the quantum many-body system. Whenf(x) depends only on 
two components (say Xl and x 2 ) of x, there appear only two 
translation modes because a3 ¢J f = O. Whenf(x) depends on 
only one component (say x I ), there appears only one transla
tion mode. The number of translation modes is the same as 
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the number of translation symmetries that are spontaneous
ly broken by the creation of the extended object. In the fol
lowing, we assume thatf(x) depends onx l ,x2' and x 3 • Our 
notation now is the following: U j with i = 1,2,3 are the wave 
functions ofthe translation modes while U; with i > 3 are 
the wave functions of other bound states. 

It is convenient to introduce the field 

where~' means that the translation modes are omitted in the 
summation. It is obvious that 

(3.19) 

The fields associated with the translational modes are 
denoted by 

I uj(x)q; = I I a;,p/(x)T]ijqj, (3.20) 
; ~ 1,2,3 i ~ 1,2,3 j ~ 1,2,3 

the time derivative of which gives 

I u;(x)p; = I I a;,p/(x)T]ijpj. (3.21) 
; ~ 1,2,3 ; ~ 1,2,3 j ~ 1,2,3 

Here 

(3.22) 

The operators q; andp; are the canonical coordinates and 
momenta that satisfy 

[qitPj] = iOij' i,u = 1,2,3 (3.23) 

and 

d 
p; = -;-li;. 

dt 
(3.24) 

In the following, qj(i = 1,2,3) are called the "quantum co
ordinate" of the soliton. The sum rule (3.12) gives the com
mutation relation 

[Xo(X) + 5;u;(x)q;,i°(Y) + 5; uj(y)q; ]O(tx - ty) 

= io(x - y). (3.25) 

Now the Hilbert space is enlarged to the direct product 
of the Fock space associated with {a(k),ad> 3} and a re
presentation for three sets of canonical variables (q;,pd 
= 1,2,3). The dynamical map (2.1) should be replaced by 

the following one: 

where 

Q; = I T]ijqj' (3.27) 
j 

The inclusion of new operators a j (i> 3) and (qitPj;i 
= 1,2,3) is required from the canonical commutation 
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relation 

[t//(X), :t t/l/(y) ]O(tx - ty) = io(x - y). (3.28) 

The simple boson-transformed t/l l would be satisfactory if we 
only require the Heisenberg equation to be satisfied. Howev
er, the presence of the extended object induces the self-con
sistent potential that influences the quantum states and cre
ates the bound states of the q? a-quantum and the extended 
objects. Then, the canonical relation, that may be interpret
ed as a completeness relation, requires the inclusion of these 
bound state modes. Indeed, the dynamical map (3.26) to
gether with (3.25) gives (3.28), since the higher order normal 
product terms represented by the dots in (3,26) should not 
contribute to the left-hand side of (3.28) when the tree ap
proximation is used. 

Comparing (3.26) with (2.1), we see that the canonical 
commutator (3.28) requires the following replacement in the 
dynamical map (2.1): 

f
d 4y O,pl(x) q? o(x) _ [Xo(x) + (Q. a),p/(x)]. (3.29) 

of(y) 

It is shown later how the Heisenberg equation is satisfied by 
the new t/lf(x). 

To calculate the q? O(y)q? O(z)-term in the dynamical 
map (2. 1), weagainreplacefbyf + €gin(3.4). We then have 

(3.31) 

Then (3.29) leads to the following replacement in the dyna
mical map (2.1): 

f d 4y f d 4zc(x:y,z):q?°(Y)q?°(z): 

= 1/2 fd 4y f d4Z:q?O(y)q?O(Z): _0 ___ O_,pf(x) 
of(y) of(z) 

-1/2 f d 4y G(x,y)F" [,pf(y)]:[XO(y) + (Q·a),pf(y)]\ 

(3.32) 

where G (x,y) is the Green's function defined by 

{A (ax) - F' [,pf(x)]}G (x,y) = o(x - y). (3.33) 

On the other hand, since Eq. (3.19) is translation ally 
invariant, it leads to 

{A (a) - F'[,pf(x)]}a;XO(x) 

= F" [,pf(x)]a;,p f(x)·XO(x). (3,34) 

Similarly, (3.15) leads to 

{A (a,liJ) - F'[,pf(x)]}aA,pf(x) 

= F" [,pf(x)]a;,pf(x)aj,p f(x), for liJ = O. (3.35) 
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These equations give 

aiXO = f d 4y G(x,y)F"[tfof(y)]altfof(y)XO(y), (3.36) 

aAtfof(x) = f d 4y G (x,y)F" [tfof(y) ]aitfof(y)ajtfof(y). 

(3.37) 

Thus (3.32) becomes 

f d 4y fd4ZC(X;Y,Z):<pO(y)<pO(Z): 

-112 Jd 4Y G(X,Y)F"[q,f(y)]:(xO(y»2: 

+ 1I2(Q-i))2q,f(x) + (Q-a)XO(x) + "', (3.38) 

where the dots stand for terms containing Q. Thus, the dyna
mical map (2.1) is replaced by 

t/lf(x) = [1 + (Q-a) + 1I2(Q·a)Z + ... ]q,i(x) 

+ [1 + (Q-a) + .. ·lxO(x) 

+ 1/2 J d 4y G(x,y)F" [q,f(y)]:(x0(y»2: 

+ .... 
Repeating similar arguments we can show that 

t/lf(x) = [ ~ ~! (Q-a)"J X [q,f(x) + XO(x)] 

+! J dyG(x;y)F"[q,f(y)]:(x0(y»2: 

+ ... J 

= q,f(x + Q) + XO(x + Q,t) 

+ 112 J d 4y G(x + Q,t;y)F" [q,f(y)]:(x0(y»2: 

+ .... (3.3~, ) 

Note that the quantum coordinate Q without time derivative 
appears only through the form x + Q. This means that, as 
soon as the creation of the soliton breaks the translational 
symmetry, there appears the quantum coordinate that plays 
the role of the Goldstone modes. In other words, the spatial 
translation x -- x + a is induced by the transformation: 

(3.40) 

This is the form of the rearrangement of the spacial transla
tional symmetry. The expression (3.39) shows that the quan
tum coordinate Q plays the role of the collective coordinate 
introduced by Sakita et al. 6 

We use the Schrodinger representation for the quantum 
coordinate. Thus, the vacuum state with the soliton is denot
ed by 10;;> that is the eigenstate of Q: 

QIO;s> =sIO;s)· (3.41) 

Similarly, a state of one X a-quantum is expressed by 
I k; s) or I i; ~> that satisfy 

Q I k;~) = ~ I k;~). (3.42) 

The eigenvalue ~ determines the position of the soliton. 
When the size of the soliton (or the extended object) is so 
large that the quantum fluctuation of the position becomes 
negligibly small, the extended object behaves as a classical 
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object, while the extended object behaves as a quantum me
chanical object when the fluctuation of quantum coordinate 
becomes as large as the size of the system. 

Let us now ask how the higher order terms in (3.39) are 
determined. This is formulated as follows. First, define 

nf(x) = t/lf(x) - q,f(x), (3.43) 

and rewrite the Heisenberg equation as 

{A (a) - F'[q,f(x)]}nf(x) = F" [nf(x)], (3.44) 

where 

F,,[ni(x)] = FltV(x)] _F[q,f(x)] _F'[q,i(x)],f(x). 

(3.45) 

This leads to the integral equation 

nf(x) = XO(x) + Q-aq,f(x) + J d 4y G(x,y)F" [,fey)], 

(3.46) 

where the Green's function G (x,y) is defined in (3.33). Solv
ing (3.46) by successive iteration, we can determine the high
er order terms in the dynamical map (3.39). 

4. THE QUANTUM COORDINATES. II. GENERAL 
CONSIDERATION 

In this section, we study the interaction between the <p 0-

quantum and a static soliton without using any 
approximation. 

To do this we come back to Eq. (2.20) for u(x,k). Recall
ing (1.8), we see that (2.20) is rewritten as the following inte
gral equation: 

,vhere the asymptotic condition is 

eikx 

u(x,k)_--, for Ixl- 00. 

(21r)3/2 

Equation (2.20) admits also some solutions with dis
crete energies: 

A (a,w;)U,.(x) = f d 3y V'(x,y;CtJ,)u,,(y). (4.2) 

In order to study the orthogonality relations and complete
ness, we consider the following eigenvalue equation: 

A (a,E)v(x) = f d 3y Vf(x,y;CtJ)u(y). (4.3) 

Here CtJ is regarded as a parameter. This has a continuous 
eigenvalue Ek(W) and discrete ones E,.(CtJ). The eigenfunc
tions are denoted by Uk (x,CtJ) and Vi (x,CtJ ), respectively. The 
continuous eigenfunction is obtained from the integral 
equation 

e
ik

.
x f vk(x,CtJ) = -- + A- i(a,Ek ) d 3y Vf(x,y:CtJ)Vk(y,CtJ). 

(21T)3/2 
(4.4) 

Equation (4.4) can be regarded as a wave equation with a 
nonlocal potential V f (x,Y:CtJ). Therefore, the functions 
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V k (x,llJ) satisfy the orthogonality relations 

J d 3x v~ (x,llJ)Vq(x,llJ) = 8(k - q). (4.5) 

We can also normalize v;(x,llJ) as 

I d 3xv; (x,llJ)Vj(x,llJ) =8ij' (4.6) 

J ~3X v; (X,llJ)Vk(X,llJ) = O. (4.7) 

The completeness relation is 

J d3kvk(X,llJ)V~(y,llJ) + .f v;(x,llJ) v; (y,llJ) 

=~x-~. ~~ 

It should be noted that the eigenvalues ofEq. (2.20), i.e., 
llJk andllJ; cover all of the solutions oftheequationE (llJ) = llJ. 
Comparing (2.20) and (4.1) with (4.3) and (4.4), respective
ly, we find that 

u(x,k) = Vk (X,llJk): 

u;(x) = v;(x,llJ;), with llJ; = E;(llJ;). 

(4.9) 

(4.10) 

Then u(x,k) and u;(x) satisfy the orthogonality relation with 
respect to the following metric tensor r: 

r(llJ,llJ':x,y) = I d 3k Vk(llJ,X)V~(llJ',y) 

(4.11) 

In other words, we have 

J d 3x I d 3yu'(x,k)r(llJk ,llJq ;x,y)u(y,q)=8(k-q), 

J d 3X I d 3y u;(x)r(llJ;,llJj;x,y)u/y) = 8ij' (4.12) 

J d 3x Id 3y u'(X,k)r(llJk ,llJ;;X,y)U;(Y) =0. 

We also have 

8 (x,y)= J d 3k u(x,k)u'(y,k) + .f u;(x)u;(y) (4.13) 

= I d 3kv k (x,llJk) v~ (y,llJk) + .f v;(x,llJ;) v;(y,llJ;). 

(4.14) 

Note that, if Vi (x,y;llJ) is independent of llJ, 8 (x,y) reduces to 
the 8-function. The llJ-dependence of Vi appears when the 
loop diagrams are considered. Therefore the nonlocality of 
8 (x,y) is due to the contribution from loop diagrams. For 
convenience, we also introduce a function L1 f(x,y) defined 
by 

L1 f (x,y) = I d 3k u(x,k)u '(y,k)e ~ ;WA(tx ~ t) 

+ lUj(x)u;(y)e~;W,(tx~ty). (4.15) 

Among the discrete levels, there always exist certain 
zero energy levels. First we recall that, the replacement 
f(x) ---+ f(x + a) induces the spatial translation x ---+ x + ain 
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any functional off, i.e., 

Ol(y + alex) = Of(Y)(x + a), 

or in a differential form 

I d4y801(X) Vf(y) = VOI(x). 
of(y) 

(4.16) 

(4.17) 

Operating a; (i = 1,2,3) on both sides of (2.5), we obtain 

A (a)a;,p/(x) = aJ/(x) 

which reads as 

=Jd 4 OJ/(x) aJ(y) 
y 8f(y) 

= J d 4 J d 4z oJi(x) 
Y 8,p/(z) 

X O,p/(z) aJ(y) 
8f(y) , 

A (a)a;,pl(x) = J d 4y Vl(x,y)a;,pl(y). (4.18) 

We thus see thataj,p/(x) (i = 1,2,3) are the zero energy solu
tions of the eigenvalue equation (4.2). These are the transla
tion modes. 

Let us now define 

Vij = J d 3X a;,p/(x)aj,p/(y). (4.19) 

We can then write as 
3 

u;(x) = I (V ~ l)ija;,pf (i = 1,2,3), (4.20) 
j~l 

since these functions satisfy the eigenvalue equation (4.2) 
and the orthonormalization condition (4.12) [see also (4.6) 
and (4.10)]. When/ex) depends only on two components of 
x, then there appear only two translation modes, while there 
appears only one translation mode whenf(x) depends only 
on one component of x. 

In the following, we assume that/ex) depends on three 
components ofx. The symbols U; with i> 3, denote the wave 
functions of the bound states except the translation modes. 

Having all of the orthonormalized eigenfunctions of 
Eq. (4.1) and (4.2), we now introduce the boson field XO ac
cording to (3.18). Thus, XO contains all the modes except the 
translation modes. Obviously we have 

(4.21) 

To construct the boson field associated with the transla
tion modes, we introduce the three sets of canonical opera
tors (qi>P;; i = 1,2,3) which satisfy (3.23) and (3.24). Then, 
the boson field of the translation field is given by ~ u;(x)q; 
which is equal to (Q·a),p I (x) where the operator Q is defined 
by (3.27) and (3.22). 

The sum rule (4.14) gives the commutation relation: 

[XO(X) + .f u;(x)q;,X°(Y) + .f u;(y)ti; ]8(tx - ty) 

(4.22) 

which becomes (3.25) when the tree approximation is used. 
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According to the consideration in the last section, all of 
the modes inclUding the bound states should participate in 
the dynamical map l{/ Therefore, the dynamical map (2.1) 
should be replaced by 

l{/ (x) = ¢JI (x) + [z 6 (i :t )XO(X) + (Q.a)¢J/(x)] + .... 
(4.23) 

Here Z 6/2 [i(J/Jt )XO(x)] means 

Zb12(i ~)XO(X)= f d3YZ6(X,Y;i ~)x°(y), (4.24) 

with 

ZbI2(X,y;UJ) = f d3kvk(X,UJ)Z!v~(y,UJ) 
+ L Vi (x,UJ)Z i12v;(y,UJ) (4.25) 

and Q is defined by 

~=Z~L~~ ~~ 
j 

with ZQ being the renormalization factor. 
The dynamical map (4.23) together with (4.22) gives 

[l{/(X), ! t/lf(y) ] <5(tx - ty) 

= <5(tx - ty)Z (i J~x ~ f(x,y) + ... (4.27) 

where 
3 

Z(UJ)=Zo(UJ)+ L vi(x)ZQv;(x) (4.28) 
i-= 1 

and the dots stand for the contributions due to the higher 
order normal products. 

When the loop diagrams are disregarded, we have 

Therefore, the terms denoted by the dots in (4.27) are expect
ed to compensate the difference between the left- and right
hand sides of (4.29). 

To calculate thelP 0(y)lj1 O(z)-term in the dynamical map 
(2.1), we take the second functional derivative of (2.5) with 
respect to f We then have 

where V~ (X;5\ ,52) = 02J f(x)/<5¢Jf(5\ )<5¢Jf(52)' On the oth
er hand, when the Hilbert space is enlarged, the rule to in
clude new freedom in the dynamical map is the following 
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replacement: 

f d Y O¢Jf(x) lP 0(y) --+Z \12(i !....)Il'°(X) 
of(y) ° at 

+ Q·V¢J/(x). 

Thus (2.30) together with (2.1) leads to 

f d 4y f d 4Z c(x;y,z):lP °(Y)lP O(z): 

=+ f d 4yd
4
z:lP°(Y)lPO(z): V~ (x;y,z) 

--+ ~f dyG(x,y) V{ (Y;5\.52) 

=( Zb
/2 (i a~J ,0(5\) + Q V¢J / (5\») 

(4.31) 

x( Zb
12

( a~2 )x°(52) + QV¢J / (52)}' (4.32) 

where G (x,y) is the Green's function defined by 

A (ax)G (x,y) - f d 4z Vf(x,z)G (z,y) = o(x - y). 

(4.33) 

The inclusion of new operators should be made inside the 
normal product symbol, since the inclusion of them should 
not change the normalization factor of scattering states. 

By use of the translational invariance of the theory, we 
obtain from (4.21) 

A (JX)aiXO(x) = f d 4y Vf(x,y)JiX°(Y) 

+ f d 4y d 4z V{(X;y,Z)Ji¢Jf(Z)X°(Y). 

(4.34) 

Similarly (4.18) leads to 

A (a)aA¢Jf(x) = f d 4y Vf(x,y)JA¢Jf(y) 

+ f d 4y d 4z V{(x;y,z)ai¢Jf(y)aj¢Jf(z). 

(4.35) 

These equations give 

JXO(x) = f d4yd45Jd452 G(x,y) V{(Y;51>52) 

Xai ¢J f (5\ )X°(52)' (4.36) 

JA¢Jf(X) = f d4yd45\d452 G(x,y) V{(Y;5\,52) 

Xai ¢J f (5\ )Jj¢J/(52)' (4.37) 

Thus (4.32) becomes 

f d 4y f d 4Z c(x;y,z): lP °(Y)lP O(z): 

--+~G V~:(ZbI2X~2: + ~(Q.V)2¢J/(x) 
2 2 
+ (Q·V) Z b/2XO + ... , (4.38) 

where the integration symbol is omitted and the dots stand 

Matsumoto et al. 2094 



                                                                                                                                    

for terms containing Q. Thus the dynamical map is 

If/(x) = [1 + (Q·V) + T<Q.V)2 + .. }~/(X) 
+ [1 + (Q·V) + ... ]Z b/2XO(X) 

+ ~ f d 4S1 d
4S2 d 4y G (x,y) V{ (Y;SPS2) 

:Z b12X°<SI)Z b12X°<S2): + .... (4.39) 

Repeating similar arguments we can show [cf. (3.39)] that 
Ifl(x) = t/JI(x + Q,t) + Z b/2

XO(X + Q,t) 

+ ~ f d 4
yG(x+Q,t;y) J d 4S1d 4S2 

X V { (y;S 1 ,S 2) 

(4.40) 

Note that Q without time derivative appear only through 
the combination x + Q. Therefore,the spacial translation 
x ---+ x + a is induced by the Q- translation, i.e., Q ---+ Q + a, 
dynamical rearrangement of the spatial translational sym
metry. Thus, Q is called the quantum coordinate. We use the 
Schr6dinger representation for the quantum coordinate, and 
therefore, have relations such as (3.41) and (3.42). Thus the 
soliton,t/JI(x + Q), behaves as a classical object or a quan
tum mechanical object according to its size and the experi
mental conditions. 

A systematic method for determining the dynamical 
map (4.40) is formulated as follows. Calculate first t/J I (x) by 
the simple boson transformation rp ° ---+ rp ° + f Second, 
define 

nl(x) = If/(x) - t/JI(x). (4.41) 

Then, the Heisenberg equation leads to 

f d 4y[A (ax)8(x - y) - VI(x,y)]nl(y) = Fn [x:n l ] 

(4.42) 

where 

Fn [x;n / ] F [lf/(x)] - F [t/JI(x)] - f d 4yVI(x,y)nl(y). 

(4.43) 

Use of the Green's function defined in (4.33) rewrites 
the Heisenberg equation (4.42) in the following integral 
form: 

n/(x) = Z b/2XO(X) + (Q·a)t/J/(x) + J d 4y(x,y)Fn (y;n l ). 

(4.44) 

Solving (4.44) by successive iteration, we can determine the 
dynamical map of nl(x), and therefore, also of If/(x). 

5. SUMMARY 

In this paper, we studied the extended objects (or soli
tons) created by the condensation of a boson in a quantum 
many-body system. The boson condensation was mathemat
ically treated by the boson transformation. The soliton thus 
created coexists and interacts with the quanta. It was shown 
that the soliton creates a self-consistent potential that influ
ences the dynamics of quanta. It is obvious that the position 

2095 J. Math. Phys., Vol. 20, No. 10, October 1979 

of the whole soliton system has no relevance because it de
pends only on the choice of the origin of the coordinate. This 
fact was manifested in our result that shows that the canoni
cal commutation relation of the Heisenberg field naturally 
introduces a set of quantum coordinates, qi (i = 1,2,3) and 
the conjugate momenta Pi' The translation of the position 
(Xi ---+ Xi + aJ is induced by the translation of qi' i.e., 
qi ---+ qi + Ci withai = 1J,jCj , because Xi andqi always appear 
through the combination Xi + 1Jijqj' When the quantum 
fluctuation of qi is negligibly small, the soliton behaves as a 
classical object, while it appears to be a quantum mechanical 
object when the quantum fluctuation of qi becomes observ
able. In this way, both the classical and quantum mechanical 
objects are naturally created by the condensation ofbosons. 
Depending on the size of the object and experimental condi
tions, the quantum fluctuation of qi becomes either observ
able or unobservable. 

Weare particularly interested in extended objects of a 
finite size. An object of this kind carries a self-maintained 
enclosed surface singularity, into which the object is con
fined. In Ref. 8, we have presented a systematic formalism 
for treatment of surface singularities that are associated with 
the boson transformation function/(x). It may be worth
while to point out that, for example, the crystals are not 
confined to artificial boxes; their boundary surfaces are self
consistently maintained. 

It was shown in Ref. I that these kinds of singularities 
(topological singularities) can be created only when the con
densed bosons are massless. It is due to this reason that we 
observe a variety of topological singularities (including the 
enclosed surface boundary singularities) in many kinds of 
ordered states; they appear through the condensation of the 
Goldstone bosons which are massless. 

When an object with a self-maintained boundary sur
face has a large size (e.g., stars, crystals, etc.), it behaves as a 
classical object under most of the experimental conditions. 
The different averaged eigenvalues of q correspond to differ
ent positions of the object. When an object has a very small 
size and the quantum fluctuation of q becomes observable, 
then the system may behave as a quantum object. Many mi
cro domains that appear in a variety of ordered states in solid 
state physics are objects of this kind (i.e., quantum solitons). 
The large nucleus may be another example of this kind. 
When we consider an object of extremely small size, we find 
the MIT bag-type object. In Ref. 9, it was shown that a small 
object with an enclosed surface singularity behaves as the 
MIT bag. There, the quantum coordinate was neglected, and 
therefore, the system behaved like a classical object. Consid
erations in this paper suggest that a careful treatment re
places Xi by Xi + 1Jijqj' and therefore that the bag behaves 
like a quantum object. 

Summarizing, we find that there always exists a quan
tum coordinate q associated with a soliton. Depending on the 
observability or unobservability 0/ the quantum fluctuation 
associated with q, the soliton behaves as a quantum soliton or 
a classical soliton. 

A merit of the boson theory for the soliton lies in the 
fact that calculation of quantum effects in soliton dynamics 
is straightforward. For example, the soliton field t/JI(x 
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+ Q)(Q; = 7]ijq;) contains the quantum effects due to the 
loop diagrams that appear through the course of solving the 
integral equation (1.8) by successive iterations. The quan
tum effects of this kind are contained in the classical behav
ior of solitons described by ¢Jf (x). The real quantum behav
ior appears through the presence of the quantum coordinate 
Q. 

In this paper we considered a simple model, in which 
the boson field q; 0 does not carry any degree of freedom 
associated with an internal symmetry. When q; 0 has, for ex
ample, isospin, the ¢Jf(x + Q) is expected to carry not only 
the quantum coordinate, but also a quantum isospin. This 
will be a problem offuture study. 

Let us close this paper with a comment on the energy of 
the soliton created by the boson condensation. Let H denote 
the Hamiltonian of the Heisenberg field 1/;. It has the form 

H= f d 3xh [x;l/;]' (5.1) 

where h [x;l/;] , is the Hamiltonian density. The boson trans
formed Hamiltonian H f is given by 

(5.2) 

When the tree approximation is used, we can prove 

(5.3) 

The right-hand side is the classical Hamiltonian for the 
Euler equation (1.13). A proof for (5.3) is the same as the 
argument' used in derivation of the classical Euler equation 
(1.13) from the Heisenberg equation (1.2). 

When the tree approximation is not used, the soliton 
energy is given by 

(5.4) 

It is important to note here that the space integration should 
be made only after the vacuum expectation value of boson 
transformed Hamiltonian density is calculated. 

As is well known, H is weakly equal to the free 
Hamiltonian: 

(5.5) 

Here I a) and I b ) are vectors in the Fock space of physical 
field q; 0, and Ho [q; 0] is the free Hamiltonian of q; o. In (5.5), 
(a I H I b ) precisely means 

(aIH\b)~ f d 3x(alh{x;¢}\b). (5.6) 

Let us recall the relation (5.5) is based on the fact that <p a is 
Fourier transformable. Thus, whenf (x) is also Fourier trans
formable, we can generalize (5.5) as 

(aIHflb) = (a IHo [q;a + f] Ib), 
which gives the soliton energy 

(OIHfIO) = (OIHa [q;0 + f) Ib). (5.7) 

However, these relations are not true whenfhas a certain 

2096 J. Math. Phys., Vol. 20, No.1 0, October 1979 

topological singularity which prohibits the Fourier transform 
off It has been shown I that, unless the energy (U k of the <p 0_ 

. quantum vanishes at a certain non vanishing value of mo
mentum k,J(x) for a static soliton always has a singularity 
that prohibits the Fourier transform off It is an easy task to 
show, by using the (I + I)-dimensional A.¢J 4_ or sine-Gor
don model with the tree approximation, that the soliton en
ergy given by (5.3) is different from the one obtained from 
(5.7), 

The moral here is that whenf(x) is singular, the soliton 
energy should be calculated, not by (5.7), but by (5,4). How
ever, (5,7) has been used in all of the past calculations of 
soliton energies in the boson theory. When the domain of 
singularity associated withf(x) is confined to a finite do
main, the relation (5.7) is supposed to give a reasonably ap
proximate result. Therefore, the calculation of the bag ener
gy presented in Ref. 8 seems to be reliable, In application of 
the boson theory to superconductivity, there is a good rea
son lO to believe that the difference between (5.7) and (5.4), 
which is called a nonlinear effect, is as small as (energy of 
collective mode)2/(plasma energy)2. This is due to the gauge 
invariance of the theory. On the other hand, the energy of 
relativistic string was calculated in Ref. 11, where (5.4) was 
used. The result contained a ultraviolet divergence. It is an 
open. question if this divergence disappears when (5.4) is 
used. 
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We consider a meron-antimeron pair located at a, b, E R\ and show that the 
spectrum of its stability operator is not bounded below [in precise mathematical terms: 
The stability operator defined on C '0 (R4 - ! a,b J) has a self-adjoint extension, possibly 
many, all of which are unbounded below]. We regularize a single meron located at the 
origin by replacing it inside a sphere of radius Ro and outside a sphere of radius R by 
"half instantons," and show that for R» Ro the regularized configuration continues to 
be unstable. For Ro finite and R = 00, we show that the spectrum of the stability 
operator continues ·to extend to - 00. We employ a singular transformation to embed 
R4 into S 3 X R where the meron pair takes a simple form and its stability operator L 
becomes L = - d 2/ d T2 + V, where TER, and the potential V can be diagonalized in 
terms of the angular momenta, spin, and isospin of the vector field. The spectrum of L 
is continuous and extends from - 2 to + 00. We determine the number of (generalized) 
zero eigenmodes of L, and calculate its spectrum explicitly. 

I. INTRODUCTION 

By a generally accepted philosophY, the phenomenon of 
quark confinement in quantum chromodynamics (QCD) is 
caused by the severe infrared singularities of non-Abelian 
color gauge theories. Polyakov proposed I that the infrared 
behavior of such theories might be governed by solutions of 
the classical Euclidean field equations. Two particular solu
tions of the Euclidean Yang-Mills equations have been dis
covered: the instanton or pseudoparticle,2 and the meron,' 
which we study here. 

From the physical point of view, the instanton yielded a 
rich structure of the quantum vacuum,4 and provided an 
explanation of the famous UCI) problem. s From the math
ematical point of view, it implied a deep connection between 
the Yang-Mills (YM) equations and differential geometry, 
in particular holomorphic vector bundles. 6

•
7 Much less is 

known about merons. Callan, Dashen, and Gross have been 
considered' a mechanism of confinement based on meron
like configurations. Glimm and Jaffe have introduced9 poly
merons on a line (see Ref. 10 for their mathematical exis
tence) and studied confinement in a statistical system of 
merons. II Subsequently, they developed l2 a droplet model 
for the confinement phase transition. Here we study infini
tesimal deformations of a meron pair, and show that the pair 
is unstable in the sense that its stability operator has a nega
tive sp~ctrum. (Warning: This notion of stability is different 
from Liapunov's notion of stability; furthermore, both no
tions of stability are different from the stability in the sense of 
Poincare, 13 i.e., the spatial components of the energy-mo
mentum tensor are zero. The meron might be stable in the 
sense ofLiapunov.) In fact, we prove that the spectrum of the 

'''Supported in part by The National Science Foundation, Grant PHY76-
17191 and PHY-77-18762. 

stability operator is unbounded below, and that the meron 
pair "falls" into two pure vacua, one of which is given by a 
singular gauge transformation, and corresponds to (in Nam
bu's 13a terminology) "black instantons." Our analysis 
shows that in the function space of all configurations, the 
meron is a saddle point which is unstable at least within 
configurations with spherical symmetry. We regularize a 
single meron by replacing it inside a sphere of radius Ro and 
outside a sphere of radius R by "halfinstantons," and show 
that as long as R»Ro, the regularized configuration contin
ues to be unstable. For Ro finite and R = + 00, we show that 
the stability operator continues to be unbounded below. (See 
Ref. 14 and Note added in proof at the end ofthe paper.) 

We also prove that the meron-antimeron stability oper
ator has exactly eight zero (generalized, i.e., not square inte
grable) eigenmodes. The corresponding eight parameters are 
interpreted as the positions of the two merons. This result 
shows that a meron pair is a "rigid" dipole, i.e., one meron in 
a meron pair, cannot rotate in the internal space (isospin 
space) independently of the other meron. The number of 
independent, zero (generalized) eigenvectors of the stability 
operator is obtained by embedding JR4 into S' X JR, via a sin
gular transformation. That S ' X JR is the natural geometry 
for merons, is indicated by the fact that one meron is invar
iant (within gauge equivalence) under the subgroup 
0(4) X 0(1, 1) of the Euclidean conformal group 0(5, 1). The 
map JR4~S ' X JR is a two-parameter family of transforma
tions. Merons located at points a = (ao,O), b = (bo,O), or 
a = 0, b = 00, go into the same solution on S ' X JR, which in 
terms of differential geometry, is the standard SU(2) spin 
bundle over S '. We call it the meron bundle. Th~ stability 
operator !f of the meron bundle has a simple form, i.e., 
- d 2/dr' + V, rER, the potential V can be diagonalized in 

terms of the angular momenta, spin, and isospin ofthe vector 
field. Thus the spectrum of !f, which is continuous and 
extends from - 2 to + 00, can be calculated explicitly. Our 
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S .1 X JR representation of a meron pair and its stability opera
tor, are suitable for defining appropriate stable approximate 
meron configurations and determining their contributions 
to the functional integral. 

While the relevance of merons to physics has yet to be 
determined (their stability makes merons ambivalent!), their 
mathematical aspects seem to be interesting from the point 
of view of both differential geometry and analysis. The sin
gular transformation we employ in Sec. IV, to embed JR' into 
S 1 X JR, has been motivated by the manifestly conformal co
variant formalism 22

-
24 of the Yang-Mills equations, and it 

appears to be a special case ofthe well-known "blow-up" or 
quadratic transformations in algebraic geometryY This 
blow up process, performed in a manner that preserves the 
flat conformal structure of the physical space, may be useful 
in proving the existence of (or even constructing!) k;;.2 
meron pair solutions of the YM equations. However, the 
Riemannian structure of the blown up surface is not unique, 
and its determination seems to be equivalent to proving the 
existence of infinite energy (action), nonstable solutions of 
nonlinear partial differential equations. Also, it should be 
possible to formulate and prove an Atiyah-Singer index 
theorem for merons on these (noncompact) blow up sur
face~. These problems deserve further investigation. 

The organization of this paper is as follows: In Sec. II, 
we establish the conformal properties ofmerons. In Sec. III, 
we show the instability of a single meron as well as of a 
meron pair. We also study the instability properties of a reg
ularized configuration. In Sec. IV, we embed JR' into S.1 X JR 
via a singular transformation, and construct the meron bun
dle over S '. In Sec. V, we study the stability operator c1 of 
the meron bundle, calculate the number of independent, 
zero (generalized) eigenvectors of c::f', and determine its 
spectrum explicitly. Finally, in the Appendix, we summarize 
some technical calculations that are needed to go from our 
meron bundle to the standard meron-antimeron pair solu
tion on JR4. 

II. CONFORMAL PROPERTIES OF MERONS 

The pure Yang-Mills (YM) equations in four space
time dimensions read 

D
" 

F,l\' ai' Fill + [AI"F'1\'] = 0, (2.1) 

where D
" 

is the covariant derivative, and the field tensor F/11' 
(the curvature) is given in terms of the vector fieldA/1 (con
nection) by ("structure equation" in the language of differ
ential geometry) 

(2.2) 

For an SU(2) gauge group, we set A'l = (l/21)A ~(T(l, 

}~l\ = (1!2i)F~pa, A;: = ITr(A"a"), F~" = ITr(F,l1,a") 
where (T':, a = 1,2,3 are the Pauli matrices. Equations (2.1) 
are associated with the action 

S (A) = ! f d 4X TrF,l1, F'1\ = ! f d 4X F~v F~1" (2.3) 

(Throughout this paper, Greek indices,Ll,v,K,A, ... ,a,(3,y,.·· 
run from 0 to 3, and 1 to 4, respectively. Latin indices a,b, 
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c, ... ,iJ,k,. .. run from 1 to 3. Repeated indices are always 
summed over.) The finite action configurations fall into ho
motopic classes labelled by the elements of 'TTJ [SU(2}:~Z, 

which gives rise to the "topological charge," or "Pontryagin 
index" 

k = f d 4x Q(x), (2.4a) 

Q(x) = _1_ TrF/11' *F/11' = _l-F:'1' *F~", 
16'TT2 32'TT2 

(2.4b) 

where * F/11' = !e/11'KA FKA is the dual tensor. The integer k cor
responds to the second Chern class. 16 

The massless Euclidean YM equations (for any simple 
non-Abelian compact Lie group G as a gauge group, and 
with any number of massless fermions and bosons) are invar
iant under the action of the Euclidean conformal group 
0(5,1), which contains rotations, translations, dilatations, 
and special conformal transformations. They are also invar
iant under the discrete transformations of reflections, and 
inversion J:x,,-+x/1lx2

• In this section, we show the simple 
but important fact, that the one meron solution is invariant 
(within gauge equivalence) under the 0(4) X 0(1,1) sub
group of the conformal group 0(5,1). This subgroup is gen
erated by rotations and dilatations. The meron is also invar
iant under reflections and inversions. 

The solutin of (2.1) which describes one meron at the 
origin and one antimeron at infinity reads' 

(2.5) 

where 1]ail" is 'f Hooft's symbol. s We refer to the appendix of 
Ref. 5, for properties of 1]al'" we will use throughout this 
paper. The field tensor of (2. 5) is 

1 X0i1 x,x v 
F:'" = -1],,1'1' ~ + 1]avK -4- + 1]UI'K -,- (2.6) 

x x x 

From this expression, one sees that the action (2.3) is logar
ithmically divergent at x = 0 and x = 00. Indeed 

SeA meron) = ~f d 4x ~ = 3'TT2 (+ x dr. (2.7) 
2 X4 Jo r 

The topological change (2.4b) is Q (x) = !o(x). 

Under a general transformation 

(2.8) 

the vector and tensor fields transform like 1- and 2-forms, 
respectively, i.e., 

ax~ ax';. * 
'F~,{x) = sgn[J(x/;x)]- - FKA (x/), 

ax
" 

ax" 
where 

(ax~\ J(x/;x) = det ax) 

Basilis Gidas 

(2.9) 

(2.10) 

(2.11) 

(2.12) 
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is the Jacobian ofx~-+xl" If(2.8) is a conformal transforma
tion, then 

ax' ax' 
_K _A = DKA IJ(x';x)IIl2. (2.13) 
ax", ax", 

For all elements of the conformal group J (x;x') > 0 [for the 
proper Euclidean subgroupJ (x;x') = 1]. For reflections, and 
inversion J < O. Equation (2.13) together with (2.10) and 
(2.1l) quickly imply the conformal in variance of the action 
(2.3) and the topological charge (2.4a). The latter changes 
sign under reflections and inversion. 

Under an infinitesimal rotation 

, (X')2 = X2, (2.14) x", = x", - UJ",,, xv' UJ",v = - UJv",' 

the meron (2.5) transforms into 

A ,a( ) = x" _ 1/QfHIJ)K~v + 1/a",vWv~K 
'" x 1/a",v 2 2 

X X 
(2.15) 

We shall see that the last term in (2.15) can be compensated 
for, by a global gauge transformation. Under a gauge trans
formation gESU(2), the vector fields transform as follows, 

A ~(x) = g-l(x)A,Ax)g(x) + g-l{x)apK{x) 

for an infinitesimal transformation 

Eq. (2.16) becomes 

(2.16) 

(2.17) 

A ;,(x) = A" + iD"e =A", + i! a",e + [A""e ] J. (2.18) 

From (2.18), one can easily see that the last term in (2.15) is 
compensated by performing an infinitesimal global gauge 
transformation given by 

ea i = 21/a",vW"v' (2.19) 

This proves single meron in variance under rotations. For 
dilatations 

x;, = A.X", (2.20) 

Eq. (2.9) yields 

ax' x 
A ;,a(x) = a~ A ~.(x') = 1/a",v~' 

xl' x 
(2.21) 

This together with the rotational invariance of the 
meron, prove the SO(4)XO(I,I) meron invariance. One can 
easily check the in variance of (2.5) under reflections and 
inversion. Clearly, (2.5) is not invariant under translations 
PI" and since the special conformal transformations ff" 
are equal to /PI'/' the meron cannot be invariant under 
special conformal transformations. It is also true (and this 
can be deduced from the results of this paper) that the me ron 
is not invariant under any linear combinations of PI' and ,;Y I' 

Remark 2.1: As we mentioned in the Introduction, the 
0(4) XO(l, 1) invarianceofthemeron indicates thatS ) X]I{ is 
the natural geometry for merons. This, we realize in Sec. IV. 

Since the YM equations are conformally invariant, if 
one applies a conformal transformation to (2.5), one obtains 
again a solution of the YM equations. Thus the special con-
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formal transformation 

xI' - a"x
2 

x;, = --'---'---
1 - 2ax + a2x2 

(2.22) 

acting on (2.1) gives 

- 1/avK 1 2 2 2)' x 2
( - a·x + a x 

(2.23) 

which describes a me ron at the origin and an antimeron at 
xI' = a/a2. This form ofa meron-antimeron pair is gauge 
equivalent to the familiar form l7 

x - iu·x (Xv (x - a)v) 
Aix) = i 0 Ixl (11/a",P") X2 - (x _ aY 

(x - a)o + iu·(x - a) X , 
Ix -al 

(2.24) 

which can be transformed, 17 via a singular gauge transforma
tion, into a meron-meron pair 

(2.25) 

Our meron bundle in Sec. IV will be proven to be equivalent 
to a meron-antimeron pair (2.25) at a = (ao,O),b = (bo,O), or 
a = o,b = 00. 

The field tensor of (2.25) is 

Fl'v(x) 

a
2 (X~ll 

= -1/a"v 2( )21/aKv -.-x x-a x 

_ xK(x - a)", + (x - a)~",) 

x 2(x - a)2 

(x - aMx - a)" + ------'
(x - a)· 

(X~" (x - a)ix - a)v 
+ 1/a",K -.- + ( )4 X x-a 

_ xK(x - a)v + (x - a)x v ) 

x 2(x _ a)2 

Thus 

F"v(x) -+ 0 (~). 
Ixl~oo Ixl 

(2.26) 

(2.27) 

Therefore, the action is finite at 00, but logarithmically diver
gent at x = 0 and x = a. The same is ture for the configura
tions (2.23) and (2.24). 

Remark 2.2: Since (2.5) is invariant under a seven-pa
rameter subgroup of the IS-parameter conformal group, the 
most general solution one can get from (2.5) by conformal 
transformations is an eight-parameter solution. In Sec. V, we 
prove that none of these parameters can be gauged away, and 
that the most general two meron solutions has exactly eight
parameters. This eliminates the possibility that one meron, 
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in a meron pair, can have internal degrees of freedom inde
penently of the other meron. 

III. THE STABILITY OPERATOR ON]R4 

Let A ~ be a particular solution of the YM equations 
(2.1). We consider infinitesimal deformations about A ~, 

(3.1) 

The linearized YM equations read 

DIL D1, a v - DIL D,I1I, - [FILV,aP.] = 0, (3.2) 

where D
1
, is the covariant derivative w.r.t. the solution Ap.' 

i.e., 

D1,a,=al,a,,+ [Ap,a,,]. (3.3) 

The stability operator ,Y' = Y (A ) for the solution A ~, may 
be deduced from (3.2), 

(.Y'a)" j'I",a l , = (-DKDjjl",+DpDv+adFpv)a}l' 
(3.4) 

Using the identity 

[D1L,D,,] = adFl'''' 

Y' may be rewritten as follows, 

(j'a)" = ( - DK DA", + D" D1, + 2adFl',.}al' 

(3.5) 

= ( - Dk DA" + 2D
" 

D" - D,,DI)al,. (3.6a) 

Remark 3.1: The stability operator Y could be derived by 
expanding the action (2.3) in a power series in ai" and then 
ca1cualting the second variation w.r.t. a!, at al' = 0. 

Y' acts on the Hilbert space ,W' defined by the inner 
product 

(a,b)=1f d'xTra;,bl ,· (3.7) 

Here <, is the matrix Hermitian conjugate of a
l
,. Whenever 

the solution AI,(x) is locally square integrable, Y = yeA ) 
may be defined as a quadratic form on Co vectors by 

(a".:/a) = - (D",a",D,£J,.) + 2(Dl'av,Dl'a,) 

(3.8a) 

- (D,n",D,£J,,) + (D,I1",DpaIJ + 2(av,a~"n), 
(3.8b) 

where (3.8b) is valid whenever Fp.v is locally absolutely inte
grable. The meron (2.5) is locally square integrable, and its 
F;ll" (2.6), is locally absolutely integrable. Therefore, (3.8) 
defines .:I'(A meron) as a formally densely symmetric opera-

tor on the subset C o(JR' - ! ° 1) of JY. Similarly, the stabil
ity operator for (2.26) [or (2.25»), and (2.24) are symmetric 
operators defined on the dense domains CO' (JR' - ! O,a 1), 
and C o(R' - ! O,ap' /a 2 j), respectively. 

We now study properties of .21) under conformal trans
formations. Let fl be a conformal transformation 

fl:x/L-x;, = (flx)w (3.9) 

Let all = a' be the transformed field [see (2.10)]. Then 
It IL 
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(af} all) = If d 4x' Tra'(x')a'(x') 
J..L' II 2 II- J.l 

(3.10) 

Thus the operator 

V(fl ):%'-/1(' (3.11) 
ax 

(V(fl)a),Jx') = [J(x';x)[-l!4a~(x') = [J(x';x)['l!' _K a,,(x) 
ax;, 

(3.12) 

is unitary. The stability operator yeA ) transforms like 

U·I(il).Y(A )U(fl) = 1J(x';X)[-II2.Y(A ll) (3,13a) 

= [J(x';X)[-112 fl • .Y(A )fl. (3.13b) 
In the second line we have used 

,Y/(A!1) = fl *,Y(A)fl (3.14) 

which can easily be derived from (3.8). For fl in the Euclid
ean group we have J (x';x) = 1. For dilatations (2.21), and 
the special conformal transformation (2.23) we have 

J (Ax;x) = A ' 

J (x';x) = (1 - 2a·x + a'x'Y'. 

respectively. Thus 

V'I(A )Y(A )U(A) =A "Y(A ..t), 

(3.15) 

(3.16) 

(3.17) 

U'l(fl ),sP(A )V(n) = (1 - 2a.x + a'x2)'Y(A It). (3.18) 

For the meron (2.5), we have in addition YeA ..t) = yeA ). 
We shall use (3.17) and (3.18) below when we consider the 
stability operator for meron pairs. 

Theorem 3.1: The formal stability operators of a single 

meron, defined on Co (JR' - I ° I), and of a meron pair de
fined on CO' (JR' - ! O,a 1), have numerical range JR and self
adjoint extensions all of which are unbounded below. 

Proof First we consider the single meron (2.5). As we 
mentioned below (3.8), its stability operator !f is formally 

symmetric on the dense set CO' (JR' - ! ° 1). To prove that Y 
has self-adjoint extensions we USe (a slight generalization of) 
von Neumann's theorem for real operators. '8 . '9 The map 

C:ajl-+a;, 

is a conjugation (i.e., antilinear, norm-preserving, and 

C' = I) on ,W'. Obviously Cleaves CO' (JR4 
- ! ° 1) invariant, 

and commutes with !f. By von Neumann's theorem, the 
deficiency indices of !f are equal, and therefore Y has self
adjoint extensions. To prove that Y has numerical range JR, 
and all its self-adjoint extensions are unbounded below, we 
observe that the meron (2.5) may be written as follows 

AU = - 17ul"J,Jogpo(x), 

1 
pa(X) = -, r = lxi, 

r 

and for vector fields of the form 

A ~ = - 17al"J,Jogp(x), 

the YM equations become 
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(3.21) 

or 

(3.22) 

where.d is the four-dimensional Laplacian and C is an arbi
trary constant. The meron (3.19) corresponds to 

C = - 1, - .dp - pl = 0. (3.23) 

Infinitesimal variations about po = 1/r, give rise to the sta
bility operator 

(3.24) 

If we restrict Y(po) to sphericaly symmetric functions with 

definite angular momentum 1 = 0,2., 1 ,~, ... , then 
2 2 

L(po)= - ~ _ 2.~ + 4/(1+1) _ 2..(3.25) 
dr' r dr r r 

We will study the operator with 1 = 0, i.e., 

d' 3 d 3 
L (po) = - - - - - - -. (3.26) 

dr r dr r 
One easily sees that (3.26) and the original stability operator 
have the same quadratic form (modulo an immaterial con
stant of proportionality) on vectors with spherical symme
try. Let UEC 0' (0,00 ) C L,(JR4 - ! ° J) and U = r1v. Then 

(u,Y(po)u) = Jd 4X u( - d2

u - 2.~ _ 2. u) 
dr r dr r 

(3.27) 
The equation 

d'v I dv 2 
-- - -- - -v=,,1.v 

dr' r dr r2 
(3.28) 

is the Bessel equation with index n' = - 2, i.e., n = {'vi 
The two linearly independent solutions of (3.28) with nega
tive A, are the modified Bessel functions with imaginary in
dex, i.e., 

I,vi (VlAlr), 
K,,/i (VIAl r ). 

(3.29a) 

(3.29b) 

Only Kiv'i (VIAl r) is square integrable at both r = 0 and 
r = 00. This implis, by (3.27), that the numerical range of Y 
is JR. The Bessel equation (3.28) can be reduced to a (time
independent) Schrodinger equation by setting v = rl/2w (or 
u = r l12w) 

d'w 9 1 - -- - --w=,,1.w 
dr 4 r (3.30) 

and 

(u,Y(po)U) = f + x dr w( _ d '~ _ i. ~ w). 
Jo dr 4 r' 

(3.31) 
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The one-dimensional Schrodinger operator - d 21 dr 
- 1/(1lr) has been studied exensively in the literature'°·2J 

(and references given in Ref. 21). For 1/< 1, the operator has a 
unique self-adjoint extension (the Friedrichs extension) and 
is positive. For 1/ > 1, the results of Case20 and Nelson,21 show 
that the origin is in the limit circle case, and the operator is 
not form bounded below; its deficiency indices are (1,1) and 
there is a one-parameter family of self-adjoint extensions, 
parametrized by the real numbers and corresponding to the 
boundary conditions w'(O) + aw(O) = O. All these self-ad
joint extensions are unbounded below and have discrete neg
ative spectrum. Nelson'l has constructed an extension, with 
a physically interesting dynamics, which is unbounded be
low and has continuous spectrum. This extension is not self
adjoint. 

Remark 3.2: Let 

r = logr, 

f= ~logp(r)=rdpldr. 
dr p 

Then (3.23) becomes 

d2j 
- - 2fif + I)(f + 2) = O. 
dr' 

(3.32) 

(3.33) 

(3.34) 

The solutionsf = ° and! = - 2 correspond to pure gauges 
(f = - 2 is a singular gauge), while! = - 1 gives (2.5). The 
meron stability operator coming from (3.34) is 

- d l 

.51' =- -2 
dr' 

acting on c~' = LlJR). One easily sees thatf = - 1 is a sta
ble solution of(3.34) in the sense of Liapunov, but Y has a 
negative spectrum. Defining 

T:c!¥--...i? 

(3.35) 

one finds 

Y(po) = e - 2rr- I:!}T (3.36) 

Although (3.34) and (3.23) (with spherical symmetry) are 
equivalent, yeA meron) and Y(fmeron) have different spec
tra. This phenomenon can be traced to the singular nature of 
the transformation (3.32). We will encounter a similar phe
nomenon in Sec. V. 

Remark 3.3: One can easily check that the four vectors 

(I( ) 1 x"x,. 
a" v =1/",tl'--; -21/",,,,--, v=O,I,2,3 

x X4 
(3.37) 

belong to the null space of Y'(A moron). These vectors are 
obtained by differentiating the solution of a single meron 
located at x = z, i.e., 

aU(v) = _ J!-.A U(x·z) I = _ n J!-.( ex - Z») I 
I" J 1"' 'lul'" 

Z" z = 0 Jz., (x - z)' z ~ [) 
(3.38) 

They satisfy the "background" gauge 

(3.39) 
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and they are not square integrable (thus the origin is part of 
the continuum spectrum). In Sec. V, we shall prove that the 
dimension of the null space (of generalized eigenvectors) of 
,!/', for a single meron, is exactly four. 

We now consider the meron-antimeron pair described 
by (2.24), and complete the proof of Theorem 3.1. Let [1 be 
the conformal transformation (2.23), A ~ the vector field 
(2.24), and 2"(A fl) its stability operator. Let aJ1EC 0 
(JR4 

- [0 I), and A small enough so that W -I U-I(A )a)J1 

(x )EC 0 (JR4 
- [O,a J1/ a'j) [recall U (A ) and U ([1 ) from 

(3.12)]. From (3.13), and the fact that AJ1 (2.5) is invariant 
under dilatations, we have 

W -I U-I(A )a
"
,2"(A fl)[1-IU-I(A )a) = A -'(aJ1,2"(A )a). 

(3.40) 
If we choose ai' so that (aJ1'2"(A )a) < 0, then the lhs of 
(3.40) is also negative, and so A !} is unstable. As A!O, the rhs 
of (3.40) goes to - 00. To prove that 2"(A fl) is form un
bounded below it is enough to prove that 

limll[1-IU-I(A )all = Ilall· (3.41) 
AID 

Using (3.12) we have 

W -I U-I(A )a,[1-1 U-I(A )a) 

= + f d 4xIJ([1-IAx;Ax)III2Tr(U-I([1 )U-1(A )aVx) 

(U-I([1 )U-I(A )a)I' (x). (3.42) 

From (3.16) one sees that 

limJ ([1-IAx;Ax) = 1. (3.43) 
,110 

This together with the unitarity of U ([1)U (A) easily imply 
(3.41). The proof of existence of self-adjoint extensions for 
Y' (A fl) is the same as for 2" (A ). This completes the proof of 
Theorem 3,1. 

Remark 3.4: The meron-meron pair (2.26) corresponds 
to the solution 

p(mm)(X) = _I,-al'-.. 
xlx-al 

of (3.23). The corresponding stability operator is 

(3.44) 

(3.45) 

This is obtained from (3.24) by a conformal transformation. 
One could work directly with (3.45), and prove instability of 
a meron pair. 

Remark 3.5: The stability operator for a meron pair, has 
eight zero-generalized eigenvectos obtained as in Remark 
3.3. In Sec. V, we prove that its null space (generalized eigen
vectors!) is exactly eight-dimensional (se Remark 2.2). 

We now regularize the single meron (2.5), and study 
stability properties of the regularized configuration (similar 
study would be carried through for a meron pair). Let 
Ro <R. We replace the single meron (2.5) by the 
configuration 

A ~(x) = - llal"iJ)ogp(r), 
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(3.46a) 

p(r) = (3.46b) 

R<:"r. 

This amounts to replacing the meron by half-instantons in
side a sphere of radius Ro and outside a sphere of radius R. 
The stability operators 2" R".R within deformations coming 
fromp(x) in (3.20), reads 

(ft _ A ()1 
oL R",R - -..:.I - g r ----;, 

r 
(3.4 7) 

where 

12R 6r 
O<:"r<:"Ro, 

(R 6 + r)' 
, 

g(r) = 3, Ro<:"r<:"R,. (3.48) 

12R'r 
R<:"r 

(R' + r)" 
Theorem 3.2: (a) LR".R is formally symmetric and 

densely defined on C o (JR4
), and has a self-adjoint extension, 

possibly many. 

(2) For R~Ro, the numerical range of 2" R,,,R contains 
negative points. 

(3) If R = 00 and Ro<:"C < + 00, for a fixed constant C, 
then Y'R" 2" R" is form unbounded below. 

Proof The first part of the theorem is proven as in Theo
rem 3.1. To prove part (2) we follow the procedure of Theo
rem 3.1. Let UEC 0 (0,00 ) and U = r3l'w. Then 

= f" dr w( - :~ - [g(r) - U )w. (3.49) 

One would attempt to solve the equation 

d'w 3 
- - - [g(r)--]w=Aw 

dr' 4 
(3.50) 

in the three regions of (3.48), and match the solutions at 
r = Ro, and r = R. However, the equation does not seem to 
be explicitly soluable in the inner and outer regions. Thus we 
settle for a weaker result. Let L be a constant (to be chosen 
below), and w(r)aC 0 (0,00) function which is constant in 
(Ro,R ), zero for r < Ro - Land r> R + L, and monotone in 
[Ro - L,Ro]u[R,R + L] (e.g., linear and smoothed off at the 
ends). Provided that R<.Ro, and L<.R - Ro, one can easily 
check that the rhs of (3.49) is negative. This proves part (2). 
To prove that (3), we note that it suffices to prove that the 
operator 
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d 2 3 1 
-- - [g(r)--]-, 

dr 4 r 
_ to, O<;r<Ro 
g(r) = ~ R ' 

j, o<r 

is from unbounded below. Now the equations 

d 2w 3 1 , - -- + --WAW, O<;r<Ro 
dr2 4 r 

d 2w 9 1 
- -- - --W=AW, Ro<r 

dr 4 r 

(3.51) 

(3.52) 

(3.53) 

(3.54) 

are soluble, and one could try to match their solutions (and 
their derivatives). Instead, we proceed as follows. The two 
linearly independent solutions of (3.54) (for negative A) are 

rl12I"/2 (V~ r ), 

r1/2K,V2 (V~r). 

(3.55a) 

(3.55b) 

Only (3.55b) is square integrable at infinity. Let €> ° be suf
ficiently small, and let 

Let 

;(r)EC 00 (0,00 ), 

0<;; (r)<; 1, 

{
I for r>R o +€, 

;(r)= 0 forr<Ro . 

w(r) = rl12K ,v'l (V~r);(r). 
One easily sees that 

(W( - :; - [g(r) - ~ ] )W) < 0, 

(3.56a) 

(3.56b) 

(3.56c) 

(3.57) 

(3.58) 

i.e., (3.52) has negative numerical range. Since (3.52) is dila
tation invariant, its numerical range extends to - 00; by 
(3.17). This completes the proof of Theorem 3.2. 

IV. EMBEDDING ]R4 INTO S3X]R AND THE 
MERON BUNDLE 

In this section we embed R4 into S 3 X R, choose an ap
propriate basis on the tangent and cotangent spaces, formu
late YM equations on S 3 X R, prove that the vector fields 
transform according to the (1,0) spin representation of 
SO(4), and determine the meron bundle. 

Let 

a = (ao,O), b = (bo,O). 
For a meron-antimeron pair at x = a = (ao,O), and 
x = b = (bo,O), we employ the transformation 

Ix -al 
7= log , 

Ix-bl 

xlbo - ao) .. 2 3 
Zi == , 1 == 1, , , 

Ix-allx-b I 
- (x - a)(x - b) z, = 
Ix - allx - b I 

and its inverse 

bo + aD bo - ao __ s:..:.in=h..:..T_ 
Xo= --- +--

2 2 coshT + Z4 

2103 J. Math. Phys., Vol. 20, No.1 0, October 1979 

(4.1) 

(4.2a) 

(4.2b) 

(4.2c) 

(4.3a) 

bo - ao Zi . I 2 3 x·=--- ,1== ". 
I 2 coshT + Z4 

(4.3b) 

For a meron-antimeron pair at x = a and x = 00, we employ 
the transformation 

T = loglx - ai, (4.4a) 

(x -a)i 
i = 1,2,3, (4.4b) Zi = 

Ix-al 
, 

Xo - ao Z4= --, 
Ix-al 

(4.4c) 

and its inverse 

Xo = ao + e T Z4, (4.5a) 

Xi = a j + eTzi, i = 1,2,3. (4.5b) 

From either (4.2) or (4.4) we get 

z~ +z~ +z~ +z~ = 1. (4.6) 

The following correspondence between points is useful in 
visualizing the map (4.2) [from now on, we will consider case 
(4.2) only]. We assume ao < bo: 

x = o::=n- = log ~, Zi = 0, Z4 = 1, (4.7a) 
Ibol 

x = oo-:::::;'T = 0, Zi = 0, Z4 = - 1, 

1"«ao,O» = - 00, 1"«bo,O» = + 00, 

zr«xo,O» = 0, 

{
I for ao < Xo < bo, 

Z4 = «xo=,i=ao,bo,O» = 1" b 
- lor Xo < ao, or Xo < 0, 

lim Z4«XO'0» = - 1, 
Xu -b ll 

or 

lim Z4«XO'0» = + 1. 
Xlr-+b () 

or 

xo----+(J 0+ 

(4.7b) 

(4.7c) 

(4.7d) 

(4.7e) 

(4.70 

(4.7g) 

The map (4.2) is graphed in Fig. 1, where R4 is represented by 
a two-dimensional space. 

Remark: The transformation (4.2) has been motivated 
by the manifestly conformally covariant formulation ofYM 
equations. 22

•
24 It is also related to the quadratic (or "blow 

up") transformations algebraic geometry. II 

We choose the following basis on the tangent space of 
S3XR: 

'" a ao = -, (4.8a) aT 
A. 

ai = l1Jia/J(zaap - zpaa) = 1JiaP zaap, i = 1,2,3, (4.8b) 

and the corresponding basis on the cotangent space: 

Wo = dT, (4.9a) 

Wi = 11Jia/3(Zadz/3 - Z/3 dza ) 

(4.9b) 

Basilis Gidas 2103 
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( 

, 
.... 0 0 

\ 

/

1 = +'" 

x =b - z = 0 o 0 i 

" , 
" , 

z4= + 1 

\ 
\ 

I 

'~ b -a l-1 = 0 

~x=- -2- Z( 01 
I I Z ----~ ----,-t---- _4_ - - T"- - -

I 1 ---,-7"-
I 

- - - - - -J -- ____ .:--=:' ___ ~ 
I ,-

,/ ~i=bo~ao [
z1
i: ~ 

I z4= 0 

FIG_ J. 

Note that 
'" '" [aO,ai ] = 0, 

'" '" '" [ai,ai ] = - 2€ijlPk' 

b - a 
.... 0 0 
x=--

2 

(4. lOa) 

(4. lOb) 

The basis (4.8) is chosen so that the tangent space of S3 (in 
S 3 X R) is identified, topologically, with the Lie algebra of the 
first SU(2) component of the rotation group SO(4) 
= SU(2) X SU(2). The rotations in the two invariant SU(2) 

subgroups ofSO(4) are conveniently defined by Ref. 5; 

L '; = - !i1/iapLa/3 = - !i1/ia#a a/3' 

L ~ = -!i 7JiapLa/3 = -!i 7Jia#aa/3' 

where 

La/3 = za a{3 - z/3 aa' 

The basis (4.8) satisfies 

(4.11a) 

(4.11b) 

(4.12) 

(4.13) 

The basis has been used previously in general relativity, 2' and 
on a torus. 26 

We now define vector fields (connections) B /.l ' and their 
field tensors (curvatures) G /.lV' over S 3 X R. They are related 
to AI' and F/.lv on R4 by: 

A/.l(x)dx/.l = B/.l(z,r)w/.l' (4.14) 
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I 

b + a b 
o 0 0 

-2-

F/.lv(x)dx/.l /\ dxv = G/.lv(z,r)w/.l /\ wV ' 

or more explicitly: 

I 

, 
/ 

I 

A/.l(x) = Bo(z,r) ~ + Biz,rH1/japM<:J, 
ax/.l 

'" '" Goiz,r) = F/.lv(x)aoX/.lajXv 

_ ax/.l 1 (P) 
- F/.lv(x) a:; 21/jar!V a/3' 

Gij = F/.lv(x{ii;x/ijXv 

x 
o 
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(4.16) 

(4.17) 

(4.18) 

(4.19) 

(4.20) 

(4.21) 

(4.22) 
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) ax!, ax!, 
N{J.t =z - -zp-ap aa a zp Za 

(4.23) 

The connections B!" and its curvature G!'v are related by 
(the "structure equations") 

A. A. 

GOj = aJJj - afto + [Bo,Bj], 
A. A. 

Gij = a/lj - aft; + [B;,Bj] + 2Eij,J3k' 

(4. 24a) 

(4. 24b) 

In (4.24b), we have made use of the formula (Ref. 27, Chap. 
III) 

R (X,Y) = [\7x,\7y] - \7 [X, y I (4.25) 

for the curvature in terms of covariant derivatives [remem-
A. A. 

ber that a; and aj satisfy (4.1Ob)]. 

The action associated with G!'v [and corresponding to 
(2.3)] is given by 

= ~J+ 00 dr r d 4z8(z' - I)G~vG~v' (4.26) 
4 ~ 00 JR' 

The Euler~Lagrange equations of (4.26) give the YM equa
tions on S 3 X R 
A. A. 

DpjO apjO + [Bj,GjO] = 0, (4.27a) 
A. A. 

D!,G!'i - EijkGjk -a!,G!'i + [BwG!,;] - EijkGjk = 0. (4.27b) 

We now study the transformation properties of B!, un
der SO(4), construct the spin of the vector fields, prove that 
the 0(4) invariant fields are gauge equivalent to 

Bg(z,r) = 0, Bo = ° (4.28a) 

or 

(4.28b) 

wheref(r) is an arbitrary function of r, and h = z. - iujzj . 
Therefore, the 0(4)XO(I,I) invariant fields are gauge 
equivalent to 

Bg(z,r) = 0, 

B f(z,r) = p8f,p = constant. 

Let A ESO(4) (remember A apt1 ay = 8py), and 

z~a = Aapz{3 

r' =7 

Then 

(4.29a) 

(4.29b) 

(4.30a) 

(4.30b) 

= B o(z',r') dr' dr + B f(z',r')(S (A »ij1'TJjaP 
dr 

where the matrix S (A ) is defined by 

'TJiapt1a0p/j = (S (A )>yr/jy/j' 

From (4.31) we get 

B oa(z,r) = B g(Az,r), 
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(4.31) 

(4.32) 

(4.33a) 

B ;a(z,r) = B j(Az,r)(S (A »ji' (4.33b) 

We now determine the three-dimensional orthogonal repre
sentation S (A ) (spin representation) of SOC 4). Let 

(4.34) 

wherewaP = - w{3a' and.l'apis to be determined. Forinfini
tesimal A, 

Wa{3 = - w{3a' 

we have 

(4.35a) 

(4.35b) 

(4.36) 

Inserting (4.35) and (4.36) into (4.32) we obtain, after some 
algebra, 

i 
1Jiy/j + "2 wap (.l'a{3)ij'TJjy/j = 1Jia/j + 1Jiab<Vay - 'TJiY{3 w/j{3' 

(4.37) 

This is satisfied if 

(.l'a{3)ij = - iEijl'TJla{3' (4.38) 

To find the Casimir operators of the representation, we pro
ject .l'a{3 into the two SU(2) components ofSO(4): 

or 

S ~ = a'TJ aa{3 .l' a{3' 

S ~ = Fi aa{3 .l' a{3' 

(SDij = - iEaij, 

(S~)ij = O. 

From (4.36) we have 

(S (A »ij = 8ij + EijaWa' 

Wa = ~'TJaa{3wa{3' 

Summarizing: We have proven 

(S~)ij= -iEaij or S~B~= -iEayBJ, 

(SDij= 0 or S~B~ = 0, 

S(A) = exp(iwaS~), Wa = !'TJaa{3wa{3' 

Since 
-2 -2 
S I = 2 = 1(1 + I), S 2 = 0, 

(4.39a) 

(4.39b) 

(4.40a) 

(4.40b) 

(4.4la) 

(4.4Ib) 

(4.42) 

(4.43) 

(4.44) 

(4.45) 

the vector fields transform according to the (ShS,) = (1,Q) 
representation of SOC 4). 

Remark: s, = ° could have been expected from the fact 
that the second SU(2) component ofSO(4) has been chosen 
[see remarks below (4.10)] to be orthogonal toS 3 (inS 3 X R). 

We now prove (4.28). Under gauge transformation 
gESU(2), we have 

B!,_B ~ = g-lB~ + g-la~. 
For an infinitesimal global gauge transformation 

g = 1+ i(}aua, 

(4.46) becomes 
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B "'(z,r) = B ;:(Z,T) + iE ahcB ~(z,r)8 c. (4.48) 

On the other hand, for an infinitesimal A as in (4.35), we 
have from (4.33) 

B (/'(z,r) = B~(z,r) + (JJ(l"Zr3aJ3~(Z,r), 
B ;"(z,r) = B;'(z,r) + W a /3ZrjJ"B;'(Z,T) 

-- E(J//~1]a("lrJM,,(;Bi(z,r). 

(4.49a) 

(4.49b) 

A careful study of (4.48) and (4.49) shows that they agree if 
the vector fields satisfy (4.28) and 

(4.50) 

If we further require 0(4) X 0(1, I) invariance of the fields, 
we conclude thatf(T) must be a constant. The field (4.29) 
satisfies the YM equations (6.27) ifp = 0, -- 1, - 2. For the 
vector field (4.28) we have 

G" - !if sa 
IJI- dT i' 

(4.51a) 

(4.51b) 

The action (4.26) and the YM equations (4.29) become 

S= 1TJ '0/ drl+ (!'Y + 1f2U+ 2)2], (4.52) 

d /_ 2fU+ 1)(j'+ 2) = O. 
dr2 . 

( 4.S3) 

This has the solutionsf= 0, -- 1. -- 2, and 

. e T 
j(r) c=_ 2 ----. 

c7 -+- e ., 
(4.S4) 

f = 0 and - 2 arc pure gauges, and (4.S4) corresponds to the 
instanton solution.f = -- I is a half-gauge with 

h = Z4 - icr·z, 
(4.5Sa) 

G (I = ___ E,'i} U . (4.55b) 

This is the standard SU(2) spin bundle" over S '. We call it 
the meron bundle. In the appendix we show that it yields, via 
(4.2), a meron-antimeron pair at a = (ao,O), b = (bo,O), and 
via (4.4) a meron at x = a and an antimeron at x = 00. We 
also show that the pure gaugef = - 2 is given, on ]H4, by a 
singular gauge transformation, and that it corresponds to 
two instantons [or one instanton for (4.4)] with zero size. 
The instanton (4.S4) translated back to ]H4 is in singular 
gauge; the translation via the maps (4.2) or (4.4) leads to two 
gauge equivalent forms. 

v. THE STABILITY OPERATOR OF THE MERON 
BUNDLE 

In this section, we derive the stability operator of the 
meron bundle, diagonalize it in terms of the angular mo
menta, spin, and isospin of the vector fields, prove that the 
dimension of its null space (a space of generalized eigenvec
tors) is six, and calculate its spectrum explicitly. 

The instability of the mcron bundle (like that of the 
meron on JR') could easily be sen from Eq. (4.53) [note that 
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the solutionf = - 1 of (4.53) is stable in the sense of ordi
nary differential equation (Liapunov) but unstable in the 
sense of the stability operator]. From the same equation (or 
its double-well potential), one can also see that the meron 
"decays" into two vacua:f = a andf = - 2. The stability 
operator coming from (4.53) is(d'/dr2) - 2. It has two zero 
generalized eigenmods. 

cosV2r, sinV2r. (5.1) 

If the spin and isospin of the vector field are turned on (keep
ing the angular momenta zero), it can be shown that the 
multiplicity of each one of these eigenmodes is three. Thus, 
together they give six zero-eigenmodes. We shall prove in 
this section that these are the only zero eigenmodes, i.e., if we 
turn on the angular momenta (as well as spin and isospin) no 
zero eigenmodes occur for angular momenta different than 
zero. 

We now consider deformations of a bundle B ;~, 

B"---+B,, + b", (5.2) 

The linearized YM equations (4.27) read 

~, ~,bn - ~,Dobll - [Gllo,bl ,] = 0, (5.3) 

b:,D"b, -- ~,D,b,,-- [GllI,bl,l + 4EIi!.~b/ + 4bi = 0 (S.4) 

[compare with (3.2)]. Using the identities 

(~,Do - fiJ~Jbl' = [GI,o,bl,l, (5.5) 

(~,D, - i5,f);Jb" = [GilA,] + 2EUkDkb; (5.6) 

[compare with (3.5)] and imposing the "background" gauge 

~,bl' a"b,1 + [BJI'bJ, J = 0, 

Eqs. (5.3) and (5.4) become 

~,~,bo - 2 [G,,(A,l = 0, 

~,~,b i - 2 [ G/,i,bJ,] - 2cu"Dk b; + 4b i = O. 

For the meron bundle (4.55), we get 

a' ,A. " ,A. - b a _ a a b " - 2E"i~; a b b + 2b " = 0 ar' 0 J J 0 } 0 () , 

.!!..'- b " - a abo - 2£"hj a b b - 2£ ... if b a 
ar" I } I -' I Ijk k J 

+ 4Eabc
E . b C + 6b () = 0 
-hI}} I 

and the background gauge 

~ b a + ii b " + c"1>'b h = 0 ar () I I I' 

(S.7) 

(5.8) 

(5.9) 

(5.10) 

(5.11 ) 

(5.12) 

We now "diagonalize" these equations in terms of angular 
momenta, spin, and isospin. First, we list some properties of 
angular momenta, spin, and isospin operators. From (4.11 ), 
we get 

1-7 = L~ = - !a;a; = -- Ha"a" - zu,(z,,.a,,a,, + I)], 
(5.13a) 

[L~,L;,l =iOpq£UkLI~' p= 1,2. (5.13b) 

From (4.42) and (4.43) we have 

S "b b . b b S "b h 0 1 i == --- IC(JU j, 2 i == , (5.14a) 
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Si=2, s~=o. (S.14b) 

The isospin T is a three-dimensional orthogonal representa
tion ofthe isospin group SU(2),a nd is given (like the spin) by 

T' = 2 = 1(1 + 1). 

From (5.13)-(5.15), we get 
A. b·A. b 

T.L,b f = -!~ ~ aJ b i' 

T S b a abc be 
. , i = E Ebij J' 

L,·S,b f = !Eljk~ b ". 

Then (5.10) and (5.11) become 

(S.ISa) 

(S.15b) 

(5.16a) 

(5.16b) 

(5. 16c) 

- £/J!,b g (- ~: + 2LT + 2(L, + T)' - 2 )b g = 0, 

(5.17) 

(5.18) 

From (5.17) one sees that - ~£!' is a strictly positive oper
ator. Therefore, (5.17) implies b g O. Thus, (5.18) is the 
only nontrivial deformation equation; it gives rise to the 
meron bundle stability operator 

y = - ~ + 2Li + 2(L, + S, + T)' - 2. 
dr' 

The gauge condition (S.12) takes the form 

(5.19) 

i2L~b 'j + EabJb J = O. (5.20) 

The stability operator (5.19) commutes with Li, the total 
angular momenta J, = L, + S, + T, L2, and S,( = 0) (and 
therefore with J, = L, + S2 + T = L, + T). Eigenvectors of 
:.;/ can be labelled by the quantum numbers 

I = O,~, 1,~,. .. ,)" I ~ = - I, - 1+ 1, ... ,/, (5.21) 

and of course, by s, = 1, s, = 0, t = 1 (isospin), s~ = O. 

The spectrum of.Y extends from - 2 to + 00 [com
pare with the stability operator obtained from (4.53)]. The 
lowest point, - 2, corresponds to L, = 0, S, = - T. For 
each set of quantum numbers there is a branch of the spec
trum starting from some point in [ - 2, + 00]. For each 
point in the branch there are two linearly independent eigen
vectors of (5.19). For each eigenvector, the multiplicity of 
the point is (2)] + 1)(2), + 1). Thus each point (or better 
each branch of the spectrum) has total multiplicity 

2(2), + 1)(2), + 1). (5.22) 

We shall now show that there is only one branch of the spec
trum which contains the origin-the one with 1= 0,), = 0, 
), = t = 1. For I = ° (i.e., L] = L, = 0), 

.Y = ~ + 2(S, + T)' - 2. 
dr' 

(5.23) 

We decompose the reducible representation S, ® T = 1 ® 1 
into its irreducible components by the well known process 

1 ® 1 = ° Eil 1 Eil 2. (5.24) 

Thus the possible values of(S] + T)' are 0,2, and 6. Obvious
ly only the branch with (S, + T)' = 0 contains the origin. 
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The multiplicity of this branch is 2(0 + 1)(2.1 + 1) = 6. The 
six linearly indepenent eigenvectors corresponding to the 
origin are 

ba=caet cosY2r, m= -1,0,1, 
I I ,m 

bf = cfet,msinY21', m = - 1,0,1, 

(5.25a) 

(S.25b) 

here cf are constant [i.e., (z,r) independent] vector fields to 
be chosen so that the gauge condition is satisfied, and el,m 
are the basis vectors of the three-dimensional orthogonal re
presentation ofSU(2) (isospin representation). The back
ground gauge (5.20) is satisfied by (5.25) if cf = c~. With this 
property, (5.25) are gauge equivalent to 

b7=87el.mcosY2r, m=I,O,I, 

bf = 8fel,msinY2r, m = - 1,0,1. 

For I = !, we have 

L, ® S, ® T = .!.. ® 1 ® 1 
2 

=i®[OEillEil2] 
2 

I [ I 3 3 5 = [-] Eil -Eil-] Eil [-Eil-]. 
2 2 2 2 2 

(5.26a) 

(5.26b) 

(5.27) 

The smallest value of), is!, and the corresponding operator, 
- (d '/ dr') + 1, is strictly positive. The same is true for!;;. 1. 

Thus we have proven that the null space (a space of general
ized eigenvectors) of the stability operator of the meron bun
dle has dimension equal to six, and the corresponding eigen
vectors ae given by (5.26). Therefore, the manifold of mer on 
bundle solutions is six-dimensional, i.e., the most general 
meron bundle solution has six parameters. Since the trans
formation (4.2) is a two-parameter family of transform a
tions, the most general meron-antimeron pair solution at fin
ite points of JR4, is an eight-parameter solution. 

For each value I of the angular momenta, and each 
value 

Nl) = 1- 2,/ - 1,/,/ + 1,1 + 2, ),(1);;.0, (5.28) 
the spectrum is given by 

A = k' + 2/(1 + 1) + 2N/)(N/) + 1) - 2, kEJR. 

Some of the corresponding eigenvectors will satisfy the 
gauge condition (5.20), while others will not. Analyzing the 
transformation properties ofla = i2LJ]b; + ~bJb J (via 
purely group theoretic arguments), one should be able to 
isolate the eigenvectors that satisfy (5.20). We do not pause 
to carry out this analysis here. 

Note added in proof After the main results of this paper 
had been completed, we learned (and subsequently re
ceived, '4 that Professor D.N. Williams has proven (by a dif
ferent method) the unboundedness below of the stability op
erator of JR', and has studied regularized meron 
configurations (different from ours). We thank Professor 
Williams for communicating his results to us, and for send
ing Ref. 14 to us. 
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APPENDIX 

In this Appendix we summarize the technical formulas 
which one needs to go from fields on S3 X R to fields on JR4. 
The basic formula for vector fields is (4.16). For fields of the 
form (4.2S), it takes the form 

A a(x) =f(7)!77aatN<tJ 

(AI) 

or 

(A2a) 

(A2b) 

where g is a singular gauge transformation. For the transfor
mation (4.2) we get: 

(0) az, aZk 
M k/ = Zk - - z/ - = 0, k,/ = 1,2,3, (A3a) 

axo axo 

( ) az, aZk 
M k1 =Zk- -ZI-aXj ax) 

(bo - aO)'(xkfJI; - XI fJ k) 

Ix-al'lx-bl' 

X k (2xo - aD - bo)(bo - aD) 

Ix-al'lx-bl' 

(bo - ao>! (X - a).(x - b) I fJ kj 

Ix - a I'lx - b I' 

Then (A2) gives 
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(A3b) 

(A3c) 

(A3d) 

A ( ) -f( ). bo - ao (2xo - aD - bo{T·x 
oX - 7/-- , 

2 Ix - al'lx - b I' 
(A4a) 

A/x) =f(1')i bo - ao (- l(x - a).(x - b)o-
Ix - al'Jx - b I' ; 

(A4b) 

() 
(xo - ao) - ia·x (xo - bo) + i{T'x 

gx = , 
Ix - al Ix - b I 

(A4c) 

-I() (xo - ao) + i{T'x (xo - bo) - i{T'x 
g X = . 

Ix-al Ix-bl 
(A4d) 

For f = - 1, we obtain the standard form of a meron-anti
meron pair [compare with (2.25) or Ref. 17]. For f = - 2, 
we obtain the pure gauge g-Ial'g which is singular at x = a 

and x = b; formally it has a local charge density 
fJ(x - a) - fJ(x - b). For 

e- T (x - b)' 
f(7) = - 1 --- = - 2 ---''----'--

e' + e - T (x - a)' + (x - b)' 

(AS) 

we obtain the instanton at x = a with size 1, in a singular 
gauge. For the map (4.4), we get 

(xo - ao)fJ k, 

Ix _ai' 
Then formulas (AI) and (A2) give 

(x - a)" 
A ~(x) = - f(7) 77a"" ( )' ' x-a 

() 
(xo - ao) - i{T'x 

gx = , 
Ix -al 

-I( ) _ (xo - aD) + i{T'x 
g X - . 

Ix -al 

(A6a) 

(A6b) 

(A6c) 

(A6d) 

(A7a) 

(A7b) 

For f = - 1, we obtain the single meron solution at x = a 
[compare with (2.5)]. For 

e" T 

f(7) = -2---
e T + e ' 

2 

I + (x - a)' 

we obtain the instanton solution 

(x - a)" 
A U =2 

I' 77al"" 1 + (x - a)' (x - a)' 

which is gauge equivalent to the standard form 

(x - a)" 
A U =2 

II 77al'" I + (x _ a)' 

(AS) 

(A9) 

(AlO) 

This is also gauge equivalent to the instanton solution one 
obtains from (A3). 
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We study the behavior of singular gauge field configurations under gauge transformations and we 
determine the relation between noninteger topological charge and the possibility of displacing 
singularities. 

I. INTRODUCTION 

Since the introduction of the first instanton solution, 1 

many important physical effects have been attributed to its 
existence. 2-4 

At present, big efforts are being made in order to estab
lish a theory of strong interactions based in quantum chro
modynamics with a correct account of instant on effects.s 

However, if only instanton contributions are consid
ered in nonperturbative computations, important problems 
remain unsolved, namely those related to quark confine
ment. For this reason it has been stressed that other singular 
configurations may playa fundamental role. 6 

More recently there have been other suggestions em
phasizing the relevance of configurations with noninteger 
topological charge in the quantization of non-Abelian 
theories. 7

- 9 

As it was stressed by Witten9 these fractional charge 
configurations maintain the principal characteristics of the 
instanton picture: existence of an infinite number of degener
ate vacua, possibility of resolution of the U(l) problem. At 
the same time, however, they may overcome its difficulties, 
in particular, those which arise from the conflict between the 
boundary condition of pure gauge field at infinity (which 
leads to instantons) and quark confinement. 

Motivated by these remarks, we study in this paper the 
possible singularities of gauge fields in order to understand 
their behavior under gauge transformations. Then we will be 
able to establish our principal results stressing the relation 
between noninteger topological charge and the possibility of 
displacing gauge field singularities. 

In Sec. II we discuss some interesting Abelian and non
Abelian examples which illuminate our results and which 
are established in Sec. III. 

II. ABELIAN AND NON-ABELIAN EXAMPLES 

We shall discuss in this section some examples of gauge 
field configurations having peculiar properties: both in the 
Abelian and in the non-Abelian cases they present singulari
ties that one cannot displace by gauge transformations. An
other characteristic ofthe configurations is that their "local" 
topological charge-to be defined below-is noninteger. 

The first example, an Abelian one, resembles to the c-

alFinancially supported by CIC Buenos Aires, Argentina. 

instantons introduced by Nielsen and Schroer in the context 
of the Schwinger model. 10 In the non-Abelian case the COn
figuration we discuss is singular and it behaves at the singu
larity not as a pure gauge but as an "almost pure gauge". 11 It 
has nonzero but noninteger local topological charge and, as 
we will see in Sec. III, this fact is closely related to the gauge 
invariance of the singularities. 

A. The Abelian case 

Let us consider an Abelian gauge theory with gauge 
group U(I) in (Euclidean) two-dimensional space. We shall 
study a configuration of the form 

(2.1) 

with 

gj(X) = O(lxl ~2), 
1"1~00 

(2.2) 

(2.3) 

Because of conditions (2.2) and (2.3), A : is singular at 
the points a~ (a~ER2) and well-behaved at infinity. 

We shall now compute the topological charge of A : 
from the expression 

q [A :J = _1_ { EfLV F fLV d 2X = _1_ { EfLV JvA fL d 2X. 

41T JR2 21T JR2 
(2.4) 

Since A: is Coo (excepting at points XfL = a~), we can 
apply Stokes' theorem and write expression (2.5) in the form 

q[A:J = lim _1_,C A: dxfL - i lim _1_,C A: dxfL , 

R~oo 21T hR j ~ 1 £,--0 21T h'i 
(2.5) 

where S R is a circle of radius Rand S., are small circles of 
radius E j surrounding each singularity. Then, 

(2.6) 

Now, near the singularities, A: behaves like a pure 
gauge: 

(2.7) 
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Hence, the singularity can be displaced by a suitable gauge 
transformation. For example, for the N = 1 case, it is evident 
that the configuration 

A' =AN=I-a tan-I 2 - 2 
(

X a
i

) 

I' I' I' XI _ a; (2.8) 

gauge-transformed of A : = I has the singularity removed to 
infinity, since we can write A ~ in the form 

(xv - a~) 
A ~ = [gl (x) - 1) €I'v I 2' 

(x'1/ - a'1/) 
(2.9) 

regular at XI' = a!. 
For general N one applies a chain of gauge transforma

tions of the type (2.8), finally obtaining a regular configura
tion of the form 

N (xv -a~) 
A ~ = L [gi(X) - 1] €I'V ( _ i )2' 

1=1 X1/ a1/ 
(2.10) 

Of course 

q[A~l =q[A:l =N. (2.11) 

One can recognize in this procedure the method devel
oped by Giambiagi and Rothel2 to displace the singularities 
of't Hooft's multi-instanton solution. 13 Of course, since our 
example is Abelian, the prescription in this case is evident. 

However, if instead of configuration (2.1) we consider a 
gauge field of the form 

C N ~ (x~ -a~) 
A I' = CA I' = C £.. gi(X) i i 2 €I'v 

;=1 (x1/-a1/) 
(2.12) 

with g; defined as in Eqs. (2.2) and (2.3), and we try to dis
place the singularities as we did before, then we are faced 
with a problem. The singular gauge transformation that we 
must perform is of the form 

A~' =A~ _ .fal' [ctan-I (x~ -a~)]. 
1=1 XI -a l 

(2.13) 

For simplicity, let us consider the caseN = 1, a! = O. We see 
that the singular gauge transformation corresponds to the 
U(1) element 

(2.14) 

which is multivalued whenever ca. If one excludes this 
kind of transformations, it is not possible to gauge away the 
singularities as we did before. 

The topological charge of this configuration is 

q[A ~ 1 = CN (2.15) 

which in general is noninteger. Gauge fields similar to those 
given by Eq. (2.12) were already studied by Nielsen and 
Schroer in the context of the Schwinger model. 10 These au
thors found that configurations with q = 1, the c-instantons, 
saturate certain functional integrals which show confine
ment in the Schwinger model. 

More recently Witten9 discussed field theories with 
non integer topological charge in the context of the quark 
confinement problem. In fact, the first model he studied9 

corresponds to the Lagrangian density (in two-dimensions) 

2"= -!F"vF"V+D,,4>*DI'4>-M214> 12 (2.16) 
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with 

(2.17) 

and 

DI' = al' - iA", (2.18) 

Finite action requires 14> Ilxl~oo = 0 and 

AI' = al'a. (2.19) 
Ixl~oo 

These conditions allow for configurations of the kind (2.12). 
It is only when - M 214> 12 is replaced by a symmetry break
ing potential 

V(r/J) = -A(Ir/J 1
2 _a2

)2 (2.20) 

that the topological charge must be integer since condition 
(2.19) is replaced by: 

Ir/J 12 = a2, DI'r/J = 0, 
Ixl~oo Ixl~oo 

(2.21) 

thus forbidding ca, since the contrary is only possible for 
multivalued r/J. 

B. The non-Abelian case 

In analogy with the Abelian case, we will try to gauge 
away singularities of a particular gauge field configuration 
A ~, for the non-Abelian case, with gauge group SU(2) in 
(Euclidean) four-dimensional space. 

LetA~, be 
N 

A ~ = L CJ: gi- la" go (2.22) 
i= 1 

with 

J: = A~/x2, J: = l-y~/A~, (2.23) 
x 2 __ oo y~--o 

y~ = xI' - a~, f.1. = 1,2,3,4, 

(2.24) 

The configuration is singular at points a~ ER4, 
i = 1,2, ... ,N. For C = 1, expression (2.22) corresponds to 't 
Hooft's multi-instanton solution13 and since at points a~ 

(2.25) 

these singularities can be gauged away, as it was shown by 
Giambiagi and Rothe. 12 

Now, if C-=I= 1, the problem is completely different: A ~ is 
no more a pure gauge at the singularities and we will see that 
it is not possible to gauge away them as it was done in the 
instanton case. 

For simplicity let us consider the case N = 1, a! = O. If 
the singularity was gauge movable, there must exist a gauge 
transformation h such that 

A ~ = h - IA ~eg h + h - la"h 

and 

(2.26) 

Fe = h - IFregh (2.27) 
J.lV J.lV , 

where A ~eg is the gauge transformed of A ~, regular at 
xI' = O. 
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Now, 

FC = 4iC(1 - C) ( 2 ) 
~ ~~~-~~~+x~. 

JxJ-o-O X4 

(2.28) 

(Here, (Tij = ¥"ijkak' a i4 = ¥ri') It is easy to see now that 
tr(F~vF~v) is singular for C=tf:O, I at x = O. But since 

tr(FC F C ) = tr(FregFreg) (2.29) 
~v ~v ~v ~v 

we have the l.h.s. singular (excepting for C=tf:O,I) and the 
r.h.s. regular. Then, Eq. (2.27) cannot be satisifed. That is 
there is no gauge transformation which makes A ~ regular at 
x = ° for C=tf:O,I. 

We can compute the topological charge of A ~ from the 
expression 

q = 321r tr f d 4
x F/J,V *Fl'v' 

we will use the relationl4 

(2.30) 

al'KI' = trFl'v *Fl'v (2.31) 

with 

KI' = 4El'aprtr(!AaapAr + !AaApAr) (2.32) 

which for regular configurations allows us to write 

q = _1_ lim r d 3x Kl'nl', (2.33) 
32r R~", JaR 

where a R is a surface enclosing a sphere of radius Rand nl' is 
its outward normal. Of course if AI' is not regular inside a R' 

expression (2.33) is no longer true. One has to surround each 
singularity with a small sphere and proceed in analogy with 
what was done in the Abelian case [see Eq. (2.5)]' 

It is easy to see that near the singularities 

KI' = EI'aPr2C2(2C/3 - 1) tr(gi- laagigi- lapgigi- larg;) 

thus giving 

N 1 
q[A~]=C2(3-2C) L lim-

i = 1 E,-o-O 24r 

X Li El'aPr gi- laa gigi- lapgigj - larginl' d 3X • 

(2.34) 

(There is no contribution of the integral on a R since K 1'-0 
sufficiently fast for R---+OC).) Then 

q[A ~] = C2(3 - 2C~.f r dg, (2.35) 
2W'=IL, 

where dg is the invariant volume on the group. Finally, we 
have 

q[A ~] = C2(3 - 2C)N. (2.36) 

In general q is noninteger for Ca. In particular, for C =! 
and N = I we obtain q = !. This case is in fact related to the 
meronl5 since: 

(2.37) 

Of course, expression (2.37) is singular both at the origin and 
at infinity and then formula (2.34) gives in this case the "lo
cal" charge at the origin since it does not take into account 
the contribution at infinity. 
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Finally, we want to point out that the action of configu
rations of the type (2.22) is infinite. This is due to the fact 
that the (gauge invariant) singularities of A ~ render the ac
tion density not locally integrable for C = 0,1. In fact, Mar
ino and Swiecal6 have already considered a large class of 
configurations carrying noninteger topological charge and 
they proved that they have necessarily infinite action. 

From the examples discussed above we see that singu
larities and noninteger topological charges are closely relat
ed. In the next section we will try to understand more deeply 
the nature of the relation since, as it has been suggested, these 
types of configurations may playa central role in the con
finement mechanism. 

III. GAUGE FIELD SINGULARITIES 

In this section we shall clarify the peculiar characteris
tics of the examples discussed before. To this end we will 
establish a classification of gauge field singularities which 
will allow us to understand their behavior under gauge 
transformations. 

We then discuss some topological properties of singular 
gauge configurations and stress the relation between nonin
teger topological charges and the possibility of displacing an 
isolate singularity by a gauge transformation. 

We will consider a gauge fieldA'
l 

on]Rn with gauge 
group G [For the cases of interest we will take G = U(l) and 
SU(2).] 

We will say that AI' is regular atx = Xo ifit is C'" in a 
neighborhood of Xo. We can consider that A I' is defined on 
S" 17 with an eventual singularity at the point at infinity. In 
general A I' can also present singularities on ]R n. We will call S 
the set of all possible singularities of AI" 

The behavior of AI' near its singularities determines 
whether or not it defines a connection on a principal fibre 
bundleP (S",G) with base manifold S ". We recall that in the 
framework of the fibre bundle theory, a gauge transforma
tion corresponds to a change of trivialization of P (S n ,G). 18 

We will distinguish two possible types of singularities of 
AI' atxoES": 

(0 Gauge-movable (GM) singularities: Those singulari
ties which allow the definition of a connection on a principal 
fibre bundle P (S ",G). These type of singularities are pro
duced by the particular trivialization in which one is consid
ering the connection. Then, they can be removed by a gauge 
transformation. 

(iO Gauge-invariant (GI) singularities: Those singulari
ties which prevent the definition of a connection on a princi
pal fibre bundle P (S" ,G) from AI" That is, the singularities 
that are not evitable by a gauge transformation. 

If one is faced with a G M singularity of A I' at xo, one 
can obtain anA ~, gauge-transformed of AI" regular atxo, by 
a suitable singular gauge transformation. An example of this 
kind is the 't Hooft multi-instanton configurationi3 [given by 
expression (2.22) with C = 1] with singularities at S 
= ! a~,i = 1,2, ... ,N). In fact, in Ref. 12 itis given the explic

it gauge transformation, singular at points of S, which sends 
all the singularities to infinity, thus giving a multi-instanton 
configuration regular on ]R". 

FA Schaposnik and J.E. Solomin 2112 



                                                                                                                                    

In the fibre bundle language, this corresponds to pass
ing from a trivialization defined on S n - S to another one 
defined on sn - {oo I 

Of course this procedure is also applicable to the Abe
lian example defined by Eq. (2.1), since it also presents a GM 
singularity. 

On the other hand, if the singularity is gauge-invariant, 
it cannot be removed by a change of trivia liz at ion. To dis
place such a singularity it will be necessary to make another 
kind of transformation associated with other possible invar
iances of the field theory. An example of this kind is provided 
by the meron configuration15 [Eq. (2.38)] which is singular 
both at the origin and at infinity. The singularities can be 
displaced only by a conformal transformation to two distinct 
points u=l=v. In general this kind of transformations prevent 
the displacement of two singularities to the same point. 

The Abelian configuration (2.12) and the non-Abelian 
one, [Eq. (2.22) with ctz also present GI singularities. 

It is well known that a principal fibre bundle P (S n, G) is 
topologically characterized by an element of lln _ , (G) 20 

which, for the case of interest isll, (U(I» = ll3 (SU(2»~Z. 
Then, if the gauge field configuration AIL defines a con

nection on a principal fibre bundle p(sn,G), we can com
pute its topological characterization from the expression 

q = f Pfl, (3.1) 

where the topological density Pfl is given by 

Pfl = _1_ FILvc ILV d 2X, n = 2, G = U(1), (3.2) 
41T 

Pfl = ~ tr(FILvFapcILVaP), n = 4, G = SU(2). 

(3.3) 

Even for AIL with GI singularities [that is, not defining a 
principal fibre bundle p(sn,G)] the quantity given by ex
pression (3.1) can be considered as a topological invariant 
associated toAIL , since its value does not change when AIL is 
locally deformed. Of course, this quantity does not corre
spond in general to the topological characterization of a fibre 
bundle p(sn,G). 

If AIL has a singularity at x = Xo (xo =f= 00), applying 
Stokes' theorem one obtains 

q = lim ( K, (3.4) 
• --.0 J1x - Xol = E 

where 

K = KIL dxIL, n = 2 

G = U(I); 
(3.5) 

K = KIL nIL d 3X, n = 4, G = SU(2), 

1 
KIL = 32r CI'VAa [Av (FAa - iAAAo-) j. (3.6) 

We can interpretate expression (3.4) saying that the to
pological charge q is concentrated at x = Xo . It is then natu
ral to consider the r.h.s. ofEq. (3.4) as giving the local topo
logical charge of AIL at Xo. (Of course this concept is not 
gauge invariant. For instance at a GM singularity the local 
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charge can be displaced from Xo to another point by a singu
lar gauge transformation.) 

If AIL has several singularities, q will be given by the sum 
of all local topological charges. 

We will now establish the following proposition. 
Proposition: Let Xo be an isolated singularity of AIL. If 

the local topological charge 

q=lim r K (3.7) 
.--.0 J1x - Xol =. 

is noninteger (qiZ), then Xo is a gauge-invariant singularity. 
(Ifxo = 00, see Ref. 19.) 

Demonstration: Suppose that Xo is a GM singularity of 
AIL and let us callif/ a gauge transformation, regular on 
~ - I Xo I such that the gauge-transformed field A ~ is regu
lar at Xo. (Here ~ is a neighborhood of Xo not containing 
any other singularity of A!'.) 

Let us take a function/, smooth/: Sn_R with 

Then 

.4;, =/AIL 

on ~, 

on a neighborhood of all other. 

singularities of A I' on S n 

(3.8) 

(3.9) 

defines a configuration with a singularity at x = Xo. The lo
cal charge of ~ is of course equal to that of AIL. This gauge 
field AIL defines a connection on the principal fibre bundle 
p(sn,G) constructed from the transition function If/. This 
means that the local charge of AIL' Eq. (3.7), coincides with 
the topological charge of p(sn,G). But this charge must be 
an integer, in contradiction with the proposition's hypoth
esis. Then, if the local charge of AIL atxo is not an integer, the 
singularity is gauge invariant, Q.E.D. 

In the examples of configurations with noninteger topo
logical charges [Eqs. (2.11) and (2.22)], we have seen that it 
was not possible to find a gauge transformation in order to 
displace the singularities. The preceding proposition gener
alizes this result giving a geometrical interpretation of this 
fact. 

We can apply the proposition to the configuration dis
cussed by Marino and Swieca, 16 already mentioned in Sec. II, 
which has a noninteger local topological charge (at 00). 
Then, the singularity originated by the ill definiteness of AIL 
at the point at infinity is not gauge removable . 

Finally, we want to comment on the relation between 
our results and a discussion given by Crewther in Refs. 7 and 
8. In Sec. 2 of Ref. 7 there are examples [related to those of 
Ref. 16] of configurations which cannot be compactified. In 
the context of our discussion, this corresponds to configura
tions which do not define a connection on a principal fibre 
bundle with base S n. 

Then, from our results we see that the configurations 
that are important from the point of view of Ref. 8 must have 
GI singularities. 
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We present the commutation and anticommutation relations, satisfied by the generators of the 
graded general linear, special linear and orthosymplectic Lie algebras, in canonical two-index 
matrix form. Tensor operators are constructed in the enveloping algebra, including powers of the 
matrix of generators. Traces of the latter are shown to yield a sequence of Casimir invariants. The 
transformation properties of vector operators under these algebras are also exhibited. The 
eigenvalues of the quadratic Casimir invariants are given for the irreducible representations of 
ggl(m In), gsl(m In), and osp(m In) in terms of the highest-weight vector. In such 
representations, characteristic polynomial identities of order (m + n), satisfied by the matrix of 
generators, are obtained in factorized form. These are used in each case to determine the number 
of independent Casimir invariants of the trace form. 

1. INTRODUCTION AND SUMMARY OF RESULTS 

The concepts of Fermi-Bose supersymmetry, or 
"supersymmetry," has provided deep new insights in theo
retical particle physics, both in the context of dual theories 1 

and space-time symmetries. 2.3 So far, there has been a failure 
to provide realistic physical models,4 although the supergra
vity models are promising candidates. S However, apart from 
applications to models of elementary particles, the same 
types of structures also arise naturally in other physical set
tings, for example in the mechanics of classical systems and 
their quantization,6 and therefore form an important study 
in their own right. 

Space-time supersymmetry and its analogs are formal
ly described as graded Lie algebras. 7 In such an algebra, 
there is a grading homomorphism which maps each element, 
X, into an element (X) belonging to the group Z2 of integers 
under addition modulo 2. The conditions for a graded Lie 
algebra are that the algebra product be graded 
antisymmetrical, 

[X,Y] = - ( - l)XY[y,xl, 

and a graded derivation, 

(1) 

[X[YZ]] = [[XY]Z] + (- l)xl'[Y[XZ]]. (2) 

Mathematical investigations of graded Lie algebras 
have been vigorously pursued recently by Kac,8 Rittenberg 
and collaborators,9 Backhouse,lo and others. It has been 
found that the sequences of the general linear, special linear, 
and orthosymplectic graded Lie algebras, denoted here by 
ggl(m In), gsl(m I n), and osp(m I n), respectively, share 
many features in common with the sequences of classical Lie 
algebras gl(n), sl(n), o(n), and sp(n). Moreover, the space
time conformal and Poincare supersymmetry algebras are 
precisely gsl(41 1), and a contraction of osp(1 14), respec
tively. A complete classification of all simple graded Lie al
gebras has now been obtained, and some aspect of the repre
sentation theory treated.8

•
9 For example, a partial-wave 

expansion has been developed I 1 for products of unitary irre
ducible representations of Poincare supersymmetry, in the 
massive case. Meanwhile generalizations such as Zp-graded 
algebras, 12 and trilinear supersymmetry algebras, 13.14 have 
been considered. 

The present paper is concerned with the construction 
and evaluation of the Casimir invariants of some of the clas
sical graded Lie algebras. A long-established precedent ex
ists from studies ot-the classical Lie algebras. Racah, 15 gener
alizing the quadratic operation of Casimir, 16 first 
constructed invariants Cp of arbitrary order in the gener
ators, and considered the problem of determining a complete 
set of independent invariants for a semisimple Lie algebra. 
He gave a solution in the form of certain determinantal in
variants l

\ these were also considered, for U(n), by Bieden
ham and Louck. 18 Independent of the existence of invariant 
operators is the question of the generalization, to n X n ma
trices over an arbitrary associative algebra, of the Cayley
Hamilton identity. Lehrer-Hamed 19 showed that a system of 
n X n identities does indeed exist. The physical relevance of 
this was highlighted in connection with symmetry breaking 
in SU(3).2<>-2l In fact, the coefficients occurring in these char
acteristic identities, for Lie algebras, are more closely related 
to the Casimir invariants Cp ' rather than the determinantal 
invariants. General hierarchies of characteristic identities 
were established for gl(n), sl(n), o(n), and sp(n) by Bracken 
and Green,24 Green,2S and others. 26-29 In paranel with these 
developments, there has been much work on the problem of 
determining the eigenvalues of the higher-order Casimir 
invariants. 30 

In the present work, we consruct the Casimir invariants 
Cp for the graded Lie algebras ggl(mln), gsl(mln) (m*n), 
and osp(m In) (n even). The eigenvalues of C2 are given ex
plicitly, for those irreducible representations possessing a 
highest-weight vector. We also determine in each case the 
number of independent invariants Cpo Our work relies on 
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establishing characteristic polynomial identities satisfied by 
the generators of the respective graded Lie algebras, acting 
in such irreducible representations. This is done by an exten
sion of the methods of Bracken and Green. 24 Recently Back
house3

! has also considered the computation of the invar
iants of the graded Lie algebras, but along different lines, and 
without the use of characteristic identities. 

Central to our technique is the use ofthe canonical two
index Gel'fand-Okubo form of the generators. These are 
thusdenotedgenericaUy as a matrixXAB,A,B = l, ... ,m + 1. 
The graded algebra product is realized by specified commu
tation and anticommutation relations amongst the gener
ators. In order to handle these defining relations in a uniform 
way, we develop the index notation consistently with the 
grading homomorphism. In fact, the latter is applied in the 
first instance to the index set itself. Thus there are "even" 
indicesa,b,··· = 1,2, ... ,m, and "odd" indicesa,p··· = 1,2, ... ,n 
on which the grading homomorphism takes the value ° and 
1, respectively. The generators themselves are then graded 
such that 

(3) 

with addition modulo 2. Obviously xa b' xa (3 are even, while 
X a (3' X a b are odd. Moreover, the function 

~. ~ (A) + (B»·(C) + (D» (4) 

is always even, save when (~) and (D are both odd: It obvi
ously signals the existence of commutation or antiacommu
tation relations for the generators X A B and X CD' It is con ve
nient, for each of the functions, 

(S) = 

C E 
D 

_«A) + (B) + ···)·(C) + ... ){ .. ), 
to associate a parity factor, 

(5) 

while some of the formulas simplify using the grading de
fined by 

(5) = (I + (S». (6) 

In the sequel, the index calculus will prove an invaluable tool 
in establishing general results without resorting to a tedious 
separation into even and odd cases. 

The main results of the paper are as follows. We formu
late the defining relations of the generators X A B' 

A,B = l, ... ,m + n, with the help of the index calculus. For 
gsl(m In) (m=t'=n) the generators are projected from the 
ggl(m In) generators by means of a certain trace condition. 
For osp(m In) this is effected through the introduction of a 
graded-symmetrical metric tensor GAB' In each case it is 
shown that the matrix powers 

(XO)A B = {jA B' 

(Xl)AB=XAB[B], (7) 
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(XP+ l)AB = XAc [C ](XP)cB, 

with a summation convention applied on the index C, with 
sign [C], are tensor operators of the enveloping algebra, 
transforming like X A B' The transformation properties of a 
vector operator V A (that is, a tensor operator belonging to 
the defining representation) under the X A B' are also identi
fied. The graded traces of the matrix powers, 

Cp = (X p)A A [A ], (8) 

are the required Casimir invariants. 
A set of generators, numbering m + n for ggl(m In), 

m + n - 1 for gsl(mln) (m*n), and [mI2] + n/2 for 
osp(m In) (n even, where [mI2] is integral, and (m - 1)/2 
<[mI2]<mI2), can be identified as simultaneously diagona
lizable, and serve to define weight vectors in irreducible re
presentations. In those cases where a highest weight vector 
exists, the eigenvalue of C2 is calculated; higher-order invar
iants could also be evaluated directly, in principle. Bracken 
and Green24 have shown how, for each of glen), sl(n), o(n), 
and sp(n) (n even), a vector operator may be decomposed 
into a sum of raising and lowering operators, and thus have 
obtained characteristic polynomial identities. These results 
are here transferred to the graded Lie algebras under study, 
and characteristic polynomial identities are obtained in the 
factorized form 

mAn " IT (X - mr 1) II (X - nJ) = 0, (9) 
a= 1 a= 1 

Involving coefficients of lAB ={jA B depending upon the 
highest-weight labels, and the matrix X A B = X A B [B ], rath
er than X A B itself. The identities (9) show directly that the 
number of independent invariants Cp is, in general, (m + n) 
for ggl(mln), and (m + n - 1) for gsl(mln) (m*n). For 
osp(m In), there are further conditions related to the symme
try of the various matrix powers, leading to results such as 

C3 = !(m - n - 2)C2 (10) 

and the number of invariants is, in general, ([mI2] + n/2). 
In Sees. 2, 3, and 4 below, the program outlined above is 

carried out for ggl(mln), gsl(mln) (m=t'=n), and osp(mln) (n 
even), respectively. Some concluding remarks are made in 
Sec. 5, and the specific examples of gsl(211), osp(l12), and 
osp(114) are discussed. 

2. GRADED GENERAL LINEAR ALGEBRA ggl(m/n) 

The graded general linear algebra ggl(m In) is generated 
by (m + n)2 matrices in block form, 

001
) 

E ' I 

(11) 

where Eo, E I are square matrices of dimensions m X m and 
nXn, respectively, and 001 ,010 are m Xn, n Xm matrices, 
respectively. The grading is defined by 

{
o if 001 = 010 = 0, 

(X) = . 
1 If Eo = EI = 0, 

(12) 

and the set of matrices made into a graded Lie algebra by 
defining the bracket product in terms of the ordinary matrix 
product defined by 
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[XY] = XY - ( - 1) (X)(Y)yx. (13) 

A suitable set of generators for ggl(m In) are the 
(m + n) 2 matrices 

(~B)cD = t5D]Jf5A c, A,B = I, ... ,m + n (14) 

which satisfy the product rule 

(15) 

The commutation and anticommutation relations of the ~ B 

may now be written out explicitly, using (13) and (15). De
fining "even" and "odd" indices 

a,b = I, ... ,m, a,f3 = I, ... ,n, (16) 

it is easily verified that 

[
a C] I:co I:oc e b,e d = U be d - U de b' 

[
0 C] I:ca e b,e {j = U be {j, 

[ea
b,e1'd] = - t5a

de1'b' 

[ea
b,e1'o] = 0, 

{ eO p ,ec y I = 0, 

{ea
p,e1'd I = t51'p ea

d + t5°de1'p, 

[ea
p,e1'{j] = t51'p eao, 

[ ea p ,eYe] = 151' p ea 
c , 

[ea
p ,e1'o] = t51'pea {j - t5a {jt51'p, 

(17) 

where [ , ] stands for commutator, and ( , I for anticom
mutator. These relations are therefore the defining relations 
for the generators, EA B' of ggl(mln) in any representation. 
Using the index calculus of (3)-{6), (17) may be rewritten in 
the unified form 

[E A E C ] I:C A [A C] A C 
B' D _ [;. ~l = U BE D - B' D 15 DE B' 

(18) 

It follows immediately that if V CD is a tensor operator 
transforming under the E A B in the same way as E CD (that is, 
in the adjoint representation), then the trace V C C is an in
variant operator which commutes with the E A B (since 
[~.g] = + 1, for any C). Furthermore, if WCD is a second 
adjoint operator, then the graded product 

XCD=VCE[E]WED (19) 

also transforms in the adjoint representation. 

Thus we can define the matrix powers 

(Ef)cD = t5c
D , 

(E p+ I)CD = ECdE](E p)ED , P = 0,1, ... 
(20) 

all of which transform in the adjoint representation, such 
that the traces 

(21) 

are Casimir invariants. 
(17) indicates that ggJ(mln) is associated with an under

lying Lie algebra gl(m) X gl(n), generated by the EO band 
Ea f3' respectively. The odd generators EOp and E a

b trans
form as the m Xii and mXn representations, respectively. 
We can speak of the weights of gl(m) X gl(n) as the weights of 
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ggl(mln) itself. We take the (m + n) generators (no summa
tion on a,a): 

E a
a, a = 1, ... ,m, Eaa , a = I, ... ,n (22) 

as the Cartan subalgebra. A vector has weight (Illv) 
= (Ill, 112 , ... , Ilm I VI ,vz, ... ,vn) if it is a simultaneous eigen

vector ofthe E a a' E a a with eigenvalUes flo, Va' Connections 
between the subsets (Il), (v) are provided by the odd gener
ators Eap , E a

b , which take weights (Ila I va) into (Ila + II 
Va - I) and vice versa. An ordering for the weights (Illv) 
may be introduced in terms of the ordering of the subsets (Il) 
and (v), such that 

(Illv»(ll'lv') if(Il» (Il') (23) 
or (Il) = (Il') and (v) > (v'). 

Consider now those representations of ggl(m In) pro
cessing a highest-weight vector. (For simple graded Lie alge
bras, it has been establisheds.9 that any irreducible represen
tation may be labelled by its highest-weight vector,) We can 
immediately compute the eigenvalues of 

C1 = E a
a + E a

u ' 

Cz = Ea~ba - Earfif3a + Ea~ba - Earfif3a' (24) 

acting on this vector, by rearranging terms so that it is either 
annihilated by, or an eigenvector of, the various contribu
tions. The results are 

m n 

C1 = I Ila + I Va' 
a~1 a~1 

m 

Cz = I Ila(flo + m - n + 1 - 2a) (25) 
a ~ I 

n 

- I viVa + m + n + I - 2a). 
a=1 

The defining relations (17), (18) also identify the trans
formation property of a vector operator V C under the E A B to 
be 

(26) 

V C provides, in particular, vector operators V C
, vr trans

forming under gl(m) X gl(n) as m X I, 1 Xn respectively. 
Bracken and Green24 have shown that a vector operator for 
gl(m) may always be broken into a sum of m terms, each of 
which changes one of the highest-weight labels by 1, and 
commutes with the remaining labels. The same is therefore 
true of V C

, and we may write 
m n 

v c
= I v~)+ I V&)' 

a= 1 a= 1 

[fla,v~)] _ = t5abV~), (27) 
C C 

[va,v (f3)] - = Daf3V (f3)' 

It therefore follows from (25) that 

[Cz,v~d _ = (2fla + m - n - 2a)8CAVta), 
(28) 

[Cz,V&)l _. = - (2va + m + n - 2a)DCAVta)' 

On the other hand, by direct computation using (21) and 
(26). 
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and this is true also of V~)' V~)' Thus 

(E C
A [A 1 - (Pa + m - n - a)bc

A )V1a) = 0, 

(E C
A [A 1 + (va + n + a)bC

A)V1a) = o. 
(30) 

Since this is true for any vector operator V C
, with compo

nents V~)' V fa) , we have, as a matrix equation24
•
2l 

'" ~ IT (E - (Pa + m - n - a» 
0=1 

n A 

X II (E + (Va + n + a» = 0, (31) 
a=1 

where 

(E)AB =EAB[B]. 

(31) is the desired characteristic polynomial identity, for 
ggl(mln), of order (m + n). 

It can now be seen how many independent invariants 
ggl(mln) of the trace form exist. It is known from the work 
on U(n) 26 that at most (m + n) independent invariants can 
be constructed for gl(m)X gl(n); hence there should be at 
least this number for ggl(mln). However, from (31), any 
trace such as C m + n + 1 may be rewritten in terms of lower 
order traces. We thus conclude that, for ggl(mln), m + n 
independent invariant operators Cp exist. 

3. GRADED SPECIAL LINEAR ALGEBRA gsl(mln) (m¥n) 

The (m + n) 2_1 generators of gsl(m In) may be intro
duced by defining (for m=l=n) 

(32) 

For m = n, the algebra of gsl(m In) is not simple, and gives 
rise to further so-called classical simple graded Lie algebras 
as subalgebras/ which are beyond the scope of this paper. It 
can be verified that the A A B defined by (32) satisfy 

[AAB,AcDl =bCnAAD- [~.~]bAoAcB' (33) 

that is, the same relations as the E A B' 

It follows that the eigenvalue of C2 , (25), and the poly
nomial identity, (31), have the same form as for ggl(m In). 
Now, however, there is no linear invariant, since 

A AA =EAA - _I_bAA [A ](ECd = O. 
m-n 

Hence the highest-weight labels are restricted by the 
condition 

f Pa + iVa = O. 
a=1 a=1 

(34) 

Therefore, for gsl(m In) there are at most (m + n - 1) inde
pendent invariants of trace form. 

Finally, it is possible to express the traces of the powers 
of A, in terms of E. Writing the traces as (1 p), (£ p), we 
have for example 

(12) = (£2) __ 1_ (£)2 
m-n 

and so on. 
gsl(m In) has associated with it an underlying Lie alge-
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bra sl(m) X sl(n)Xgl(I). This may be seen by writing 

A a _ A a 1 {:a Z _ EO 1 {:o Ee b- b--Ob - b--Ob c' 
m m 

A a =Aa + i. ba Z=Ea i. ba EY (35) P P n fJ fJ n fJ Y' 

Obviously the A °b' A a p ' Z generate sl(m), sl(n), gl(l) re
spectively, while theA aa and A aa transform undersl(m) 
Xsl(n)X gl(1) as (m Xii)I and (mXn) ~ I' respectively. 

The invariants Cp for gsl(m In) may be expressed in 
terms of A ab' A ap, A aa' A aa, and Z. For example, we have 

C =Aa Ab _Aa AP +A a A b 
2 ba fJa ba 

A aAP m-nZ2 
- P a----

mn 
(36) 

with similar expressions for C3 , C4 , etc. 

4. GRADED ORTHOSVMPLECTIC ALGEBRA osp(mln) (n 
EVEN) 

The generators of osp(m In) are defined in terms of the 
E A B through the introduction of a graded-symmetrical, 
block-diagonal, metric tensor, 

(37) 

Thus Gab = Gba , GafJ = Gab = 0, and GafJ = - GfJa. The 
!{(m + 2)2 - (m - 1» generators 

C --
:IAB = GAcE B + [A·B ]GBcE c

A 

which are graded-antisymmetrical, that is, 

:IAB = [A-B ]:IBA 

(38) 

(39) 

or :Iab = - :Iab , :Iaa = :Iaa , :Iap = :Ipa , satisfy the com
mutation and anticommutation relations 

[:IAB.:ICD] ~ [;. ~l = GCB:IAD + [A..B ] GCA:IBD 

+ [c. ~]GDB:ICA 
+ [A.BJ [c. ;]GDA:ICB' (40) 

which are the defining relations of osp(mln). In particular, 
the :Iab generate o(m), the :Iap generate sp(n), and the :Iaa 
transform as (m xn) under the underlying Lie algebra of 
o(m)Xsp(n). 

In order to construct invariants it is necessary to intro
duce the inverse metric tensor GAB, satisfying 

GACGCB = bA
B (41) 

and which is therefore also block diagonal and graded sym
metrical, as is GAB [cf. (37)]. Also, n must be even, in order 
for the metric Gap of sp(n) to have an inverse. 

It is straightforward to verify from (40) and the index 
calculus (3) - (6), that if V CD and W CD are tensor operators, 
transforming under :I AB in the same way as :IcD' then the 
operator 

X CD = VCE[E1GEFWFD (42) 

also transforms like :ICD' Moreover, the trace 

P.O. Jarvis and H.S. Green 2118 



                                                                                                                                    

(43) 

of any such tensor operator is an invariant operator, which 
commutes with the I AB· 

Thus we may again introduce matrix powers 
"'0 
I CD = GCD ' 

(44) 
A. A. 

(IP+ J)CD = ICE [E ]GEF(IP)FD' P = 0,1,.·· 

all of which transform like I CD ' and with traces 

Cp = (i'pfdc 1 = GCE(i'P)EdC] (45) 

which are Casimir invariantS. 
The weights of the underlying Lie algebra, 

o(m) X sp(n), may be regarded as weights of the algebra 
osp(mln) itself, following the treatment of weights for 
ggl(mln) and gsl(mln). Specifically, we take the metric ten
sor to be 

(~ ~), m even, 

(~ 0 ) m odd, 

(46) 

Gap = (_ ~ ~). 
and the Cartan subalgebra to be the set of generators (in 
terms of IAB = GAcIcB ) 

Iaa, a = 1, ... ,[mI2], Iaa• a = 1, ... ,nI2, (47) 

where (mI2] is the largest whole numberless than or equal to 
m/2. A vector thus has weight (,ulv) = (,ul ,···,,u[mI2 1/ 
VI , ••• ,V n12) ifit is a simultaneous eigenvector oftheI a a ,I a a 

with eigenvalues Po , Va' An ordering for the weights (,u)v) 
may be introduced as in (23). Connections between the sub
sets (,u), (v) are provided by the odd generatorsIaa,I aa. It 
is convenient to introduce the restricted index sets 

~,~ ... = 1, ... ,[mI2]. ii = ~ + [mI2],.··, 

<LIt ... = 1, ... ,nI2, a = (I. + n/2,.··. (48) 

and so on. Then the I ~ a (I a a) are raising (lowering) opera
tors for I "a' while theI a li(I a ,,-) are raising (lowering) oper
ators for I-"-a' Finally, the I a a have the opposite shifting 
properties to-I a a' 

Irreducible representations of osp(m) n) may be labelled 
by their highest-weight vector.8

•
9 It is now a straightforward 

matter to compute the eigenvalues of the lowest Cp acting on 
this vector, by rearranging terms so that it is either annihilat
ed by, or an eigenvector of, the various contributions. In fact 
C1 is now zero, since 

CJ = GABIBA = - [A-ii ]2G BAIAB = - CJ , 

while the results for 

C2 = Iab Iha - Iap IPu +IPa Iap - .1' a
p .1' Pa 

(49) 

are as follows: 

{ 

[m121 

C2 =2 a~1 ,ua(,ua +m-n-2a) 
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m odd. (50) 

The defining relations (40) also identify the transforma
tion property of a vector operator V C under the IAH to be 

[..rAn, V
C 1 [~.c 1 = 8

C
B V1 + [.4 . .8 ]8C

A VB' (51) 

where Vc = GCEVE. 

In particular, V C has components V, V Y transforming under 
o(m) X sp(n) as m XI, 1 X n respectively. Bracken and 
Green24 have shown that a vector operator for oem) or sp(n) 
may always be resolved into a sum of m or n terms, each of 
which changes one of the highest-weight labels by ± 1, and 
commutes with the remaining labels [and for o(m), if m is 
odd, there is an additional component which commutes with· 
all the labels}. Thus we may write, for m odd, 

fml2) nl2 
C '" C C) '" VC C) VC V = L.. (V(~.) + V(a) + L.. ( (",'j + V(a') + (0) 

a= 1 a= I 

(52) 

with the same expression, omitting V~p for m even, and 

[ C] C ,ua,V(a±) -= ±8ab V(b l )' 

(53) 
[ C 1 "c Va'V(aJ) -= ±Ua{3V(fjT)' 

It therefore follows from (50) that, for example, 

[C2 , V~ 1 ) ]_ = 2( ± 2,ua -- 1 ± (m - n - 20» V~ ')' 
(54) 

on the other hand, by direct computation using (45) and 
(50), 

[C2 ,vC]_=2(U C
E [E] -(m-n-I)8C

E )V E (55) 

and this is t~e also of the components V~ + )' V g), V ~ j ) • 

Thus using ICE = -I cE [E 1. 
'" «-I -!em - n) + 1)=F(,ua + !(m - n) - a»CE V~ I) = 0, 

with similar equations for V ~ " )' V [0) . Since these equations 
are true for arbitrary vector operators V C

, we have as a ma
trix equation24

•
25 

[",/2) A. IT «..!' - ~(m - n) + 1)2 - (fla + !(m -- n) - a)2) 
a=l 

n/2 A-

X IT (-I - !(m - nW - (Va + In + 1 - a)2) 
a=l 

= 0, (m even), (56) 

A. (ml21 A. 

(..!' - !(m - n - 1» II «-I - !(m - n) + 1)2 
0=1 

nl2 A. 

-- (fla + !(m - n) - an II «-I - !(m - n»2 
a=1 

(m odd). 

Equations (56) are the desired characteristic polynomial 
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identity, for osp(mln), of order (m + n). 
The question can now be settled ofthe number ofinde

pendent invariants of osp(m In) which exist, of the trace 
form. For the underlying Lie algebra o(m)Xsp(n). at most 
[mI2] + n independent invariants can be consructed, and 
hence there should be at least this number for osp(m In). Just 
as in the o(m) and sp(n) cases, the linear invariant G ABI BA 

vanishes for osp(m In) because the metric and the matrix of 
generators have opposite (graded) symmetry properties. The 
generalization of this result for osp(m In), again as is true of 
the o(m) and sp(n) cases, is the observation that the pth ma-

r.. 
trix power (I") AB is itself symmetric or antisymmetric, de-
pending upon p, up to lower-order terms. It is straightfor
ward to verify that 

I AB = [A.B]I BA' 
"2 

(I LB [B] 
- - .......... 2 - - .A 

= - [A.B](I - [A·B l(m - n - 2)I )BA [A ], 

(57) 

and, in general, 
/'. __ A .A 

(IP + l)AB [B] = [A·B H( - lIIP+ 1 + PP(I»BA [A J, 
(58) 

where PP(I) is a polynomial function of I, of order p, de
fined recursively by (57) and 

.A /'.. 

PP(IhA = - (I.pP-l)BA 
/'.. 

- ( - 11(I PhA (m - n - 1 + ( - 1 I) 

+ [;'A ]GBA (iP
) 

+ (m - n - l)PP-l(ihA' 

(59) 

Thus, for example, (i3
)SA is graded-symmetrical, up to low

er-order terms, and evaluation of (58) and (59) lead to 

(60) 

Therefore the odd Casimir invariants C1 , C3 , Cs , .. are not 
independent, for osp(mln), but are related directly to the 
even invariants C2 , C4 , C6 , •.• , just as in the oem) and sp(n) 
cases. Moreover, the existence of the polynomial identity 
(56) of order (m + n) shows that any higher-order (even) 
invariants such as Cm + n + I , Cm + n + 2' may be related to 
lower ones. Therefore, there are at most [mI2] + n/2 inde
pendent Casimir invariants for osp(m In), namely C2 , C4 , 

C6 , •.. , C2[m12j + Il' 

5. EXAMPLES AND DISCUSSION 

As an illustration of the techniques we have developed 
in the foregoing, it is useful to examine some specific cases of 
low-dimensional graded Lie algebras of the classical series. 

For example the algebra ofgsl(211) has four even gener
ators [cf. (35)] A ab, a,b = 1,2; Z, and four odd generators 
A a I' A la' Adopting the notation 

Ai = ~(7)abA\, i,j = 1,2,3, 

(4:z:)/ = A dc, 

(61) 
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where the 7i are the 2 X 2 Pauli matrices, the defining rela
tions (33) become 

[A;. Aj] = iEijk A k , 

[A;.Qa] = - !(7;)a bQb' 

[A;.Qa] = !Qb(7;)b a, 

[A;,Z] =0, 

[Z,Qa] = - QQ' 

[Z,QQ] = + QQ, 

{QQ,Qb} = (A'7)a b - !O\Z, 

and the quadratic Casimir operator (36) gives 

(62) 

!C2 =1. 2 _!Z2+HQQ-QQ). (63) 

Now irreducible representations of gsl(2II) may be la
belled by their highest weights' { fJ, 1 'fLzl VI} with fL I + fJ,2 

+ 111 = O. The eigenvalue of C2 , given by (25), is most easily 
written in terms of 

1=!(fLl-fLz), 11= -!(fJ,\ +fJ,2) = +!1I1 (64) 

and leads to 

(65) 

For gsl(211) there is of course an additional cubic Casimir 
operator C3 , given by (21). 

Formulas (62}-(65) may be checked against results giv
en in studies of gsl(211 ) in the literature.9 There is an obvious 
extension to gsl(nll) involving the Cartesian basis A;, 
i = I, ... ,n 2 - 1 for sl(n), and nXn matrices A;, i = 1, ... , 
n 2 _ 1, similar to that considered by Dondi and Sohnius. 32 

The graded orthosymplectic algebra osp(112) has three 
even generatorsIap = IfJa, a = 1,2 and two odd generators 
Ila = I al · The metric (46) is 

Again adopting the Cartesian basis 

J; = - !Iap(7j E)fJa' i = 1,2,3, 

I afJ = .!J eljafJ ' 

Ila =Ia\ =Sa, 

(66) 

(67) 

where the 7; are again 2 X 2 Pauli matrices, and Eap is the 
symplectic part ofthe metric G, the defining relations (40) 
become 

[lj.Jj ] = iEijklk' 

[l;,sa] = - !(7JapSp, 

{Sa ,SfJ J = 1;(E'TJafJ 

and the quadratic Casimir (49) gives 

(68) 

- !C2 =.[2 - Sa EafJSp, (69) 

Irreducible representations of osp(112) may be labelled 
by their highest weights' [Olv]. The eigenvalue of - !C2 , 

given by (50). is most easily written in terms of 1 = !v, and is 
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(70) 

Again, formulas (68)-(70) may be checked against results 
given in the literature. 9 

The algebra osp( 114) is the algebra of the graded de 
Sitter group, and is related by contraction to the algebra of 
Poincare supersymmetry. The algebra is [cf. (40)] 

[Ma/3'My/l] = Ma/l + Cya Mp/l + C/lpMay + C/l~PY' 
[Map,Uy] = CypUa + Cya U/3' 

I Ua,Up I = MaP' 

MaP = Mpa, Cap = - Cpa' a,(J = 1, ... ,4. 

(71) 

The isomorphism with the graded so(3,2) algebra is estab
lished by identifying Cap with the charge conjugation matrix 
of the Dirac spinor representation, and expanding MaP in 
terms of the symmetric matrices, (YI-'C)aP and (al-'vC)aP' 

MaP = - (YyC)apMl-' - ~(al-'vC)apMI-'V, 
!l,V = 0,1,2,3. (72) 

It is found that the M 1-'1' generate an algebra of 0(3, 1), with 
the M I-' an additional vector such that 

(73) 

thus enlarging the algebra to 0(3,2) with the identification 
M I-' = M 1-'4, and 5 X 5 metric with signature ( + , - , - , 
- , + ). The remaining commutation relations are 

[MI-'V,Ual = - !(al-'j/U/3' 

[MI-',Ua] = - !('Y")/Up. 

If one defines 

- 1 
Sa= R Ua' 

pl-'= _1_MI-'4 
R2 ' 

Ml-'v=MI-'V, 

(74) 

(75) 

and rewrites the algebra (71) in terms of the barred gener
ators, the limit R-oo may be taken consistently with the 
barred generators Sa' pI-', JI-'V tending to smooth limits Sa' 
pI-', JI-'V, leaving the graded algebra 

[JI-'",Jpul = i(7JpvJl-'u - 7Jpy JvU - 7J""JI-'P + 7JUI-' Jvp)' 

[JI-'",ppJ = i(7Jvp PI-' -7JI-'PPv)' 

[JI-'",Sa] = !(al-',,)/S/3' 

[PwPV ] = 0, 

[PI-',sa] = 0, 

I Sa'Sp I = - (YI-'C)appl-', 

(76) 

which is, indeed, the space-time Poincare supersymmetry 
algebra. 

The contraction procedure, (75), may now be applied to 
the (appropriately rescaled) quadratic and quartic Casimir 
operators, C2 and C4 , defined by (46). Explicitly, it is found 
that 

so that 
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C 2= lim - _1_C2=pI-'PI-" 
R~oo 4R 4 

(78) 

while a similar calculation yields 

C 2 = (PI-'PI-')(KI-'KI-')' 

where 

Kr = €I-'VpupvJPu + !S,{YI-' - PI-'P - l)ysS 

is the usual generalized Pauli-Lubanski vector, whose 
square provides the additional Casimir invariant for Poin
care supersymmetry.4 

These results illustrate that the quadratic and quartic 
Casimir in variants ofosp(l14), as defined by (45), do indeed 
contract in the required manner to the familiar invariants of 
Poincare supersymmetry. Other examples could be studied; 
for example, according to our analysis, the space-time Con
formal supersymmetry algebra,3l which is a real form of 
gsl(411), should have four Casimir invariants, given by (21). 
The quadratic and cubic invariants have been given33

; how
ever with the techniques of the present paper on hand, the 
labour of explicitly constructing higher invariants is re
moved, and moreover it is clear that just two further inde
pendent Casimir, C4 and Cs , can be constructed. 

The work presented here emphasizes that the sequences 
ggl(mln), gsl(mln) (m*n), osp(mln) (n even) of graded Lie 
algebras are amenable to many of the techniques which have 
been developed for ordinary Lie algebras. Presumably many 
of these techniques also carry over to the remaining se
quences of simple graded Lie algebras8

•
9; the exceptional al

gebras are likely to require individual attention. In any case, 
it is evident that, with the use of the index calculus (3) to (6), 
and the results obtained here, a complete tensor calculus can 
be developed for ggl(mln), gsl(mln), (m*n), and osp(mln) 
(n even), with eventual applications, for example, to meth
ods of computing the eigenvalues of the higher-order Casi
mir invariants. 3o Further work along these lines is in 
progress. 

Despite the similarities, however, between the graded 
Lie algebras and ordinary Lie algebras, many of the theo
rems applicable to the latter do not carry over. For example, 
as is evident from (25) and (50), the Killing form is, in gener
al, no longer positive definite, even for the simple graded Lie 
algebras. Consequently the Casimir invariants are, in gener
al, insufficient to specify the irreducible representations. In 
fact, Schur's lemma itself is no longer always valid; other 
complications arise in the representation theory.9 Neverthe
less, the simplicity of the results here presented should be 
sufficient reason to regard the subject as interesting, both in 
its own right and for physical applications, and to merit fur
ther investigation. 
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A direct transform technique is found to be most suitable for attacking two-dimensional 
diffraction problems. As a first example of the application of the technique, the well
known Sommerfeld problem is reconsidered and the solution of the problem of 
diffraction, by a half-plane, of a cylindrical pulse is made use of in deducing the 
solution of the problem of diffraction of a plane wave by a soft half-plane. 

INTRODUCTION 

Various methods of attacking the problem of diffrac
tion by a half-plane (the well known Sommerfeld problem) 
have been proposed by several authors,u (The details of the 
references in this direction are cited in the books of Jones! 
and Noble. 2

) Though the Wiener-Hopftechnique is believed 
to be the most suitable one for two-dimensional diffraction 
problems, the method has got its own limitations, particular
ly when one wishes to attack problems under mixed bound
ary conditions.M The purpose of the present note is to high
light the technique of Turner,5 involving the direct 
application of two kinds of integral transforms, Laplace and 
Lebedev-Kontorovich, in succession, to the initial and 
boundary value problem of the diffraction of a cylindrical 
pulse by a soft half-plane. It is shown here that the solution 
obtained by Turner5 can be utilized successfully, to derive 
the solution of the problem of diffraction of a plane time
harmonic wave by a similar half-plane. It turns out that the 
total field under consideration can be represented in the 
form of an infinite series, involving Bessel functions of the 
first kind. The series could be summed in a closed form by 
making use of an integral representation of the Bessel func
tion. The final form of the solution then involves the error 
function complement as is well known.! 

1. TURNER'S PROBLEM AND ITS SOLUTION 

In this section, we briefly present the method of Turner, 
for the sake of making this note self-contained. 

We wish to determine the scalar potential ¢ (r,B,t ) 
satisfying 

'ip¢ = ~ a
2

¢ _ ~ 8(r - ro)8(B - Bo)8(t - 0+), (1) 
c2 at 2 ro 

subject to the boundary condition 

¢=O (2) 

on B = 0 and 21T; and the initial conditions 

¢ = 0 and a¢ = 0 
at 

(3) 

r.tt=O+.Weset 

R = [r + r6 - 2rro cos(B - Bo)] 112 (4) 

and 

(5) 

We apply a Laplace transform in t to Eq. (1) and write 
(denoting the Laplace transform of ¢ by (/) (/) = (/) (!) + U, 
where (/) (!) = (l/21T)Ko(pR Ie). The resulting partial differ
ential equation after a suitable change of dependent variable 
is solved by the application of the Lebedev-Kontorovich 
transform. After performing the Lebedev-Kontorovich and 
Laplace inversion transforms in succession, we obtain (see 
Turner5): 

¢ = ¢ (I) + ¢ (r) + ¢ (s), (6) 

= 0; otherwise, (6c) 
;;:re 

R! = [r + r6 - 2rro cos(B + Bo)] 112, 

and P n (x) is the Legendre polynomial of order nand H (x) is 
the Heaviside step function. 

2. THE TIME HARMONIC PROBLEM 

In this section we present a method of deducing the 
solution for the time harmonic problem from that of the 
solution of pulse diffraction [Eq. (6)]. Replacingtby t' - t, t' 
being the new time variable, we obtain from Eq. (1) 

1 a2¢ 1 
V2¢ - - - = - ..:....t)(r - ro)8(B - Bo)8(t - t '), 

c2 at'2 ro 

where ¢ denotes ¢ (r,B,t' - t ). Multiplying this equation by 
e - hut' and integrating with respect to t' from t to infinity, 
after using the conditions 

and 
¢(r,B,t' - t) = 0 

a¢ (t,B,t ' - t) = 0 at t' = t, 
at' 

we readily observe that the function ¢(r,B,t ) satisfies the par
tial differential equation 

(V2 + k 2)1i = - ~(r - ro)8(B - Bo)e - iwt (7) 
ro 

2123 J. Math. Phys. 20(10), October 1979 0022-2488/79/102123-03$01.00 © 1979 American Institute of Physics 2123 



                                                                                                                                    

and the boundary conditions 

¢ = 0 on 0 = 0 and 21T, 

where 

;j(r,O,t) = Fe ifJe - /rvt 'dt ' 

(8) 

and k = OJ/c, the wavenumber, OJ being the frequency, Equa
tion (7) is precisely the equation governing the time harmon
ic case, 

In the above deductions we have made use of the follow
ing property of Dirac's delta function 

f: J(t - t ')8(t ')dt' = J(t). 

Applying the above procedure to Eq. (6), we obtain 

eUJ.Jt~ 

= f K" + 112 (ikr> )In + IIz(ikr < ) sin(n + !)O 
n=O 

Xsin(n + ~)BD - _1_ {Ko(ikR) + Ko(ikR,)). (9) 
41T 

This can also be formally checked by noting that the above 
procedure leads to the Laplace transform field [Eq. (2), p. 68, 
Turner'], the transform parameter being iOJ. 

We thus observe that the solution of the time harmonic 
line-source problem is given by Eq. (9). 

From now on, we set r> = ro and r < = r. Finally, to 
obtain the scattered field in the case of plane wave incidence, 
we let '0 tend to infinity after mUltiplying Eq. (9) by 
(81Tkro)1/1iexp(i(kro - 1T/4)) and replacing 00 by <po - 1T, 
where 0 < lpo < 1T. Thus, we obtain, the total field ;j, due to the 
incident plane wave 

exp( - i[kr cos(O - <po) + OJ!] 1 

as given by 

eiwt;j = f eXP[i(n + ~~]Jn + 112 (kr)[ cos(n + !)(O - <po 
n =0 2 
+ 1T) - cos(n + ~)(O + lpo -1T)] - Hexp[ - ikr 

Xcos(O-lpo)] + exp[ikrcos(O +lpo)]}. (10) 

3. SUMMATION Of THE SERIES 

In this section, we present the details ofthe summation 
of the infinite series obtained in the last section. We are re
quired to sum the series 

S t = 2 f. eXP[i(n + ~) ~] I n + 112 (kr) cos(n + !)a. 
n=O 2 

(11) 

It is sufficient to consider 

S(<p) = f. exp[i(n + !)lp] I n+ 1/2 (x). (12) 
n=O 

Then, (11) can be expressed as 

(13) 

We have6 

2(x/2)" 1TT/2 Jv(x) = cos(x cosa) sin2va da 
Y 1Tr(v+·D 0 
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for Rev> -!. Hence on substituting in (12) and inter
changing the orders of summation and integration, we 
obtain 

2 1"/2 S (lp) = ~ cos(x cosa) sina da 
Y1T 0 

~ [.( I)] (x/2)n + 112 sin 2Ha X £.. exp I n + 2 <p (14) 
n ~O n! 
2 . rTT

/2 
= ~ e"'" 12 Jc cos(x cosa) sina 

Y 1T 0 

X exp[~xe"PsinZa]da. 

On putting u = cosa, 

S (q; ) = ~ ~ exp [iq; !2 + ~xei<p ] 

X f cosxuexp[ - ~xei<puzldu. (I 5) 

The latter integral can easily be expressed in terms of the 
error function complement. We write 

t r'" r>o )0 e - (Ju'cosxu du = Jo e - f3u'cosxu du -)1 e - {3u'cosxu du 

where /3 = !xei'l'. 

The first integral can be easily evaluated (see Gradsh
teyn and Ryzhik,6 p. 480). Hence 

i' e _. (31t'cosxu du 

=!y 1T1/3 exp{ -x2/4/3) 

= ~ y 1T1/3 exp( - xZl4fn{ 1 - ~[erfc( yli _ ix ) 
2Y /3 

where 

erfc(x) = 21T-! 12i'" exp( - t 2)dt. 

Thus, from (15), we obtain 

(16) 

S (lp) = exp(ix siulp)( 1 - ~ {erfc[ Y x/2 (ebp/2 - ie - i<p12)] 

+ erfc[Y x/2 (eirp/2 + ie - i~'/2)]}). 

Making use of Eq. (13), we finally obtain, 

S' = exp( - ikrcost) [1 - erfcCein
/

4y 2kr sint /2)], 
(17) 

where; = 1T - a. 
The above procedure of summing up the series was sug

gested by the referee and the authors gratefully acknowledge 
the suggestion. However, for more general values of the or
der of the Bessel function appearing in Eq. (11) (which we 
would come across while considering the problem of mixed 
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boundary conditions, i.e., ~ prescribed on () = 0 and a~ /a() 
prescribed on () = 21T), an approach similar to that of Khre
bee is more useful. 

Using the summation formula (17), we immediately ob
tain from Eq. (10), 

eiwt'f = lerfc[ei1T/4"\1'2kr"" sin«() + cpo)/2 ]exp[ - ikr cos«() 

+ CPo)] -lerfc [ei1T/4"\1'2kr"" sin«() - CPo)/2] 

X exp[ - ikr cos«() - CPo)], 

which agrees with the well known solution given in Jones.! 
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Analysis of the dispersion function for anisotropic longitudinal plasma waves8
) 
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Virginia 24061 
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An analysis of the zeros of the dispersion function for longitudinal plasma waves is made. In 
particular, the plasma equilibrium distribution function is assumed to have two relative maxima 
and is not necessarily an even function. The results of this analysis are used to obtain the 
Wiener-Hopf factorization of the dispersion function. A brief analysis of the coupled nonlinear 
integral equations for the Wiener-Hopffactors is also presented. 

I. INTRODUCTION 

The solution of boundary value problems (fixed fre
quency waves) as described by the linearized Vlasov equa
tion requires the Wiener-Hopf factorization of the plasma 
dispersion function A .1.2 For the longitudinal modes which 
we consider in the present paper, the relevant Vlasov-Max
well set of equations (in the absence of magnetic fields) can 
be taken to be 

ag + u ag + .!!... (EA + E)F'(u) = 0, 
at az m 

(la) 

aE fOO - = - 41Tnoe sg(z,s,t) ds. 
at - 00 

(lb) 

Here, u represents the longitudinal electron velocity, Fis the 
equilibrium distribution function, g is the deviation of the 
distribution function from equilibrium, EA is the applied 
electric field (z component), E is the z component of the self
consistent electric field, and no is the plasma density. We 
might note that in the previous analyses, Refs. 1 and 2, it has 
been customary to use Gauss' Law, instead of Ampere's Law 
[Eq. (lb)]. After Fourier-transforming in the time variable, 
this leads to a set of two coupled equations for !til and 
E", (!tu (z,u) = f", 00 e;'u, g(z,u,t) dt). Since itis much easier to 
work with a one-component equation, we choose to begin 
our analysis with Ampere's Law. 

Thus, after the aforementioned Fourier transforma
tion, the equation we study is 

af +iwKf= _ ~EA F'(u) , 
az lwm u 

(2a) 

with the unbounded linearized operator K defined by 

(Kf)(z,u) = ~ f(z,u) + c? F~U) f: 00 sf(z,s) ds (2b) 

(we will henceforth not explicitly exhibit the dependence off 
on the frequency w). Here, c? = wp 2/w2, where wp 2 

= 41Tnoe2lm is the plasma frequency. 
The dispersion function associated with the eigenvalues 

of K is found to be 

n (p) = 1 + c? foo sF'(s) ds, 
-00 l-sp 

alSupported in part by the National Science Foundation Grant Number 
ENG7S-1S882. 

and is related to the dispersion function A of Refs. 1 and 2 by 
A (p) = n (lIp) 

A (p) = 1 - c? P foo sF'(s) ds. 
-oos-p 

(3) 

In subsequent papers currently in preparation, we consider 
the uniqueness of solutions to Eq. (2a) and construct explicit 
solutions. In the present paper we study A. 

For the case thatFis isotropic, it is well known l
•
2 that A 

has no zeros if c? < 1; K then has no eigenvalues, and the 
plasma waves are dissipative. However, we are interested in 
anisotropic plasmas, for example, the "bump on tail" or 
"two stream" equilibria,! for which eigenvalues may indeed 
exist. 

In Sec. II we discuss the zeros of A. In Sec. III we pre
sent the Wiener-Hopf factorization of A by analytic func
tions X and Y. In Sec. IV we obtain the coupled nonlinear 
integral equations for these functions and discuss their solu
tions. Our analysis is then in generalization of the isotropic 
case considered, for example, in Ref. 3. 

II. ZEROS OF A 

The zeros of the plasma dispersion function for fixed 
k (wo = Wo (k» have been studied extensively (cf., for exam
ple, Ref. 3, Chap. 7). Since our interest is in plasma wave 
boundary value problems rather than the stability of solu
tions to the initial value problem, we need ko(w), i.e., the 
zeros for fixed frequency w. In this section we sketch the 
procedure we have used for locating the half-plane in which 
these zeros can occur and quote the results for "bump on 
tail" and "two stream" equilibrium distributions. Our pro
cedures can easily be generalized to more complicated equi
librium distributions if desired. 

We observe that the zeros occur in complex conjugate 
pairs. Thus it is sufficient to consider only the zeros in the 
upper-half plane and on the real axis. We shall use the argu
ment principle to determine the number and location (left or 
right half-plane) of these zeros. We adopt the terminology 
"complex zeros" to mean a zero with non vanishing imagi
nary part. 

Theorem 1: For any "single bumped" distribution F, A 

has no zeros for c? < 1. (We do not consider the singular case 
c? = 1 which represents zeros of A at 00.) 

This result is well known. 1.2 and in any event can be seen 
trivially from the appropriate Nyquist diagram for A. 
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Suppose F has two bumps. We distinguish three cases 
for convenience. 

Case 1: "Bump on left tail"; F(u) is an ordinary Max
wellian with a bump for u < O. 

Case 2: "Bump on right tail"; F(u) is an ordinary Max
wellian with a bump for u > O. 

Case 3: "Two stream"; F(u) has one peak for u <0, and 
one for u>O. 

In each case F' will vanish at three finite points. We call 
them Uo < U 1 < U2 (for Case 1, U2 .;;;0; for Case 2, Uo ;;;'0; for 
Case 3 Uo < 0 < u2 ). Mathematically these three cases could 
be treated as one, but the above division helps clarify the 
physics. We need the following results; 

Lemma 1: For U > 0, ImA (iu) < 0 in Case 1 and 
ImA (iu) > 0 in Case 2. 

Proof From Eq. (3), 

ImA (iu) = u3cr --ds. f oo F'(s) 

- 00 r + u2 
(4) 

For Case 1 the only contribution to the integral comes from 
the perturbing bump, call it FI . Decompose F i into its even 
and odd parts, F ie andF io' Then only Fie contributes to the 
integral in Eq. (4). Fie will vanish at two points, ±y,y> O. 
Furthermore, Fie(u) <0 for lui <y and Fi.(u»O for lui 
> y. It is easily seen that the contribution to the integral in 
Eq. (4) is negative, since if we add 

- u3cr foo 
0= Fie(s)ds 

y2 + u2 
_ 00 

to Eq. (4), we obtain 

1\ Plane 

1\(00) = 1- 0 2 

FIG. la. Nyquist diagram for Case I, conditions la. 
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1\ Plane 

1\(00) = 1 - 02 

FIG. lb. Nyquist diagram for Case I, condition lb. 

(5) 

thus completing the proof of the Lemma for Case 1. Case 2 is 
analogous. 

We now letM =A (uo)A (ul)A (u 2 ). We then have 
Theorem 2: 
1. 1 - 0'2>0: 
(a) M>O; then for Case 1, 2 and 3, A has no zeros; 
(b) M < 0, then, for Case 1, A has two zeros in the left 

half-plane; for Case 2, A has two zeros in the right half
plane; for Case 3, A has two zeros. 

2,1- 0'2<0: 

(a) M> 0; for Case 1, A has two zeros in the right half
plane; for Case 2, A has two zeros in the left half-plane; for 
Case 3, A has two zeros; 

(b) M < 0, for Cases 1 and 2, A has two zeros in both left 
and right half-planes; for Case 3, A has either no zeros or 
four zeros. 

Proof We draw the Nyquist diagram for A (u) as u pro
ceeds from - 00 to + 00 just above the real axis and closes 
in a semicircular arc in the upper half plane (along the semi
circular arch, A - I - 0' 2 = const, so that portion of the 
contour makes no change in the argument of A ). From Eq. 
(3), 

A ± (u) = lim A (u ± iE) 
.->0+ 

= 1 - cr u foo sF'(s) ds-=Ficru 2F'(u). (6) 
-00 s-u 

We show in Figs. la and Ib a Nyquist diagram corre-
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A Plane 

A(co) = 1 - a2 

A(u
1

) 

FIG. 2. Nyquist diagram for Case I, condition Ib, mapping second quad
rant only. 

sponding to the situations stated in the theorem for Case 1. 
Note that from Eq. (6), the contour in theA plane crosses the 
real axis at ± 00, U I' U2 , uo, and ° and since A is analytic in 
the upper half-plane, we must insure that the bounded com
ponent of the A plane is to the left as one traverses the con
tour (otherwise the diagram obtained represents a function 
that has a pole in the upper half-plane). A brief perusal of 
these figures verifies the assertions of the theorem for Case 1 
insofar as the number of zeros is concerned. To prove that 
the zeros are located in the stated half-plane, consider 
Lemma 1 and follow the curve in the A plane as U advances 
from - 00 to ° above the real axis, and from ° to 00 upward 
along the imaginary axis. 

Using Lemma 1 we can draw the contour as in Fig. 2, 
showing that the root does indeed occur in the left half
plane, which completes the proof of the theorem. 

The other possibilities for Case 1 are treated in an analo-

TABLE I. Zeros of A for perturbed Maxwellian. R(L)HP = right (left) 
half-plane. 

Case I Case 2 

1.1-a'<O 
a)M>O none none 
b)M<O 2 in LHP 2 in RHP 

2.1 - a'>O 
a)M>O 2inRHP 2in LHP 
b)M<O 2 in RHP, 2 in LHP 2 in RHP, 2 in LHP 
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TABLE II. Zeros of A for Case 3. 

1.1-a'>O 
a)M>O 
b)M<O 

2.1-a'<O 
a)M>O 
b)M<O 

none 
2 zeros 

2 zeros 
none or 4 zeros 

go us fashion. In the same way, Cases 2 and 3 can be ana
lyzed. The results are summarized in Tables I and II. We 
note that real zeros can occur, but only at uo, U I , or U2 , 

where ImA vanishes, or at 00 in the special case cr = 1. 

III. FACTORIZATION OF A 

For anisotropic plasmas, the factorization of Refs. 1 
and 2 is not applicable to the equilibrium distribution func
tions we consider. We require 

A (p) =X(p)Y( -p) (7) 

with X and Yanalytic for Rep < 0. Furthermore, if we let v, 
and v, represent the zeros of A in the right and left half
planes respectively, then we also require 

X (v,) = ° for Rev, > 0, 

Y ( - v,) = ° for Rev, < O. 

If A has no zeros, then the following functions are im
mediately seen to factor A: 

Xo(p) = (l - cr)l12 exp [ _1_. (00 In (A : (S») ~], (8a) 
2m Jo A (s) s - p 

Yc) (p) = (1 - cr)1/2 

X exp [ __ 1 . (00 In (A + ( - s) ) ~]. 
2m Jo A - ( - s) s - P 

(8b) 

To include the zeros of A, Xo and Yo must be modified 

XI (p) = (p - v,)(p - v,) Xo(p), 

YI ( - p) = (p - vr)(p - v,) Yo( - p), 

(9a) 

(9a) 

Xl and Yl are still not adequate since A (p)--+1 - (}'2as 
p----+ 00 and the product Xl (p) Yl ( -- p) diverges as pn(n = 2 
or 4). Thus, Xl and Y I must be modified to 

X(p) =Xl (p)/p", 

Y( - p) = Yl (- p)/p", 

(lOa) 

(lOb) 

where El (E2 ) is either 2 or 0 depending on whether A does or 
does not have a zero in the right (left) half-plane. 

To verify that X and Y have no pole at p = 0, we must 
determine the behavior of Xo (0) and Yo (0). Since p - 0, the 
largest contribution in Eq. (8) comes from s-O, so that we 
cut off the range of integration at, say, a> 0. Then a simple 
calculation shows for p----+o 

(
p - a)O'(Ol/lT -O,(O)llT 

Xo(p)- -- - p , 
P 

Y. () (
p + a) -O,(O)/lT O,(O)/lT 

o P - -- -p, 
p 
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TABLE III. Values of 8,(0) and 8,(0). 

Case 1 Case 2 
I.I-cr>O 

a)M>O 
8,(0) = 0 8,(0) = 0 

8,(0) = 0 8,(0) = 0 

b)M<O 
8.(0) = 0 8,(0) = - 2rr 

8,(0) = 2-rr 0,(0) = 0 

2.1 - cr<O 

a)M>O 
8.(0) = - 2-rr 0,(0) =0 

0,(0) = 0 0,(0) = 2-rr 

b)M<O 
8,(0) = - 21T 8.(0) = - 2-rr 

8,(0) = 2-rr 0,(0) = 21T 

where 

°1(S) = 1/21n[A +(s)/A ~(s)], S>O, 

02(S) = 1/21n[A +( -s)/A ~(-s)]' S>O, 

We observe that 

01 (0) = .1(0.=) argA + 

= .1(0,00) argA + + .1(0, + ioo) argA, 

(llc) 

(lId) 

where the second equality follows from Lemma 1, Similarly, 

O2 (0) =.1( ~ 00,0) argA + 

=.1( _ 00,0) argA + + .1(0, + ioo) argA, 

where again we have used Lemma 1, Clearly, if the root 
occurs in the left half-plane, 0 1 (0) = 0 and O2 (0) = 21T, 
whereas if there is a root in the right half-plane, 01 (0) 
= - 21T and O2 (0) = 0, The results are summarized in Ta

ble III. Comparing these results with our definition of CI and 
cz, we have 

tl = - 01 (0)/1T, 

Cz = O2 (O)!1T, 

(12a) 

(12b) 

We see, incidentally, that the existence of a zero of A in the 
right or left half-plane induces a double zero in Xo or Yo 
respectively, so that the notation in Eq. (9) is appropriate. 

The result, Eq. (12), directly implies the following 
theorem. 

Theorem 3: The functions X and Y defined by Eqs, (8), 
(9), and (10) constitute a Wiener-Hopffactorization of A 
given by Eq. (7) and 

X(p)-const asp-o. 

Y(p)-const asp-o. 

Without loss of generality, we may set X (0) = Y (0) = 1. 

IV. COUPLED NONLINEAR INTEGRAL EQUATIONS 

For computational purposes, the explicit representa
tion of X and Yobtained in the previous section may not be 
so convenient as the iterative solution of coupled integral 
equations. These may easily be determined from Cauchy's 
theorem. In particular, from Eq. (7) 

X +(u) -X ~(u) = 1 
Y( - u) 
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X[A +I(u)-A ~(u»), u>O, (13a) 

[Y(-u)]+ - [Y(-u)]-

= _1_ [A +(u) -A '-(u»), u<O. (13b) 
X(u) 

Using Eq. (6) and the behavior of X and Yat infinity, 
Cauchy's theorem yields 

X(p)=(1-er)1I2- (00 s2erF'(s) ds, (l4a) 
Jo Y(-s)(s-p) 

Y( _ p) = (1 - er)112 - I s2erF'(s) ds, (14b) 
J - 00 X(s)(s - p) 

These equations can be solved iteratively for the values 
of X (p) and Y ( - p). A more convenient iteration scheme is 
defined by taking the limit as p-o in Eqs. (14). Then 

1 = (1 - er)1I2 - 100 
serF'(s)/Y( - s) ds, (15a) 

1 = (1 - er)l12 - [00 serF'(s)/X(s) ds, (I5b) 

and rewriting Eq. (14) as 

X ( - p) = 1 + per ds, i"" sF'(s) 

o Y( - s)(s + p) 
(16a) 

Y( ) 1 --2 i oo 

sF'( - s) d -p = -pu s, 
o X(-s)(s+p) 

(I6b) 

If we make the following change of dependent variable, 

U I (p) = X - I( - p)perF'( - p), (17a) 

U2 (p) = - Y- I( - p)perF'(p), (17b) 

then Eqs. (14) reduce to the bilinear matrix equation 

U = F + A(U,U), (18) 

where 

U = [UI ,U2 ], 

F(p) = pu 2[F'( - p), - F'(p»), 

A(U,V)(p) 

(l9a) 

(l9b) 

[ 100 ds i oo 

ds ] = -p VI (P)U2 (s)--,p UI (S)V2(p)-- . 
o s+p 0 s+p 

(19c) 

The convergence of the iteration scheme to Eq. (18) has 
been studied previously: Ifwe define a Banach space with 

II U II = ~~~ 100 

I O;(s) Ids, 

then it is shown by fixed point arguments that Eq. (18) has a 
unique solution in the ball 

S={U:IIU - FII<!), 
subject to the condition IIFII < 1. and that an iteration 
scheme converges if the initial guess is chosen in S (note that 
ifUES, then IIUII < 1). 

We now show that the solutions to Eq. (18) lying in S is 
the "physical" solution. We observe that UI and U2 obey 

UI (p) = F j (p) [1 + i oo 

U2 (s) _P - dS] - I, (20a) 
o s+p 
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Uz(p) = Fz(p) [1 - (00 UI (s) -P-dS] -I, (20b) 
Jo s+p 

Consider Case 1 for situation 1 b of Table 1. Then Yhas 
zeros in the right half-plane which implies that U2 has poles 
in the left half-plane. Thus U2 must be analytic in the right 
half-plane and UI analytic in C\[ - 00 ,0]. Since we are deal
ing with nonlinear integral equations which may have more 
than one solution, we must prove the following. 

Theorem 4: For Case 1, 1 - (T 2> 0 and M < 0, the solu
tion to Eq. (18), [UI ,U2 ], in the ballS, isanalyticin the right 
half-plane. 

Proof Writingp = ax + i{3, we have 

!p:s1 - < 1 for 0 < s < 00 [ 
a2 + {3 2 ] 112 

(a +sf +{32 
and a>O; 

thus 

! (OC u l.2 (s)-P-dS\ < (00 lul.z(S)II-p-1 ds< 1. Jo p + s Jo p +s 
The result follows from Eq. (20). 

To get a feeling for the range of parameters for which an 
iteration scheme corresponding to Eq. (18) converges, we 
have computed !lFIi for a bump on tail distribution consid
ered in Ref. 3 and given explicitly by 

F(u) = (I _ {3) (_m_)I!2 exp (_ mu
2

) 

21TkTI 2kTI 

+{3(~)1/2 exp [_ m(u - VO)2]. (21) 
21TkT2 2kTz 

A straightforward integration yields 

IIFII <~ [~ _ ~E2 (m Va 2 )112 + 2{3 (m Va 2 )1/2], 
2kTz 21TkTz 

(22) 

where E2 is the error function defined in Ref. S. A more 
convenient, if less exact, bound is 

IIF/I < ~ [~ + 2{3 ( m Va 2 )IIZ]. 
21TkT2 

(23) 

We conclude that, for certain values of ~,{3, Va, and 
Tz, an iteration scheme converges if the initial guess is cho
sen in S. For values outside this range, it is necessary to 
evaluate X and Y from the explicit definitions. We now de
velop these definitions into a form more useful for computa
tion by a procedure similar to one used in Ref. 2, p. 130. 

From Eqs. (8), (9), and (10) we have 

X (p) = (p - vr)(p - vr) p - £'(1 _ ~)112 

Xexp [..!.f 8(s) dS], (24a) 
1T s-p 

Y( - p) = (p - v/)(p - v/)p -£'(1- ~)1/2 

Xexp [..!.[ 8(s) dS], (24b) 
1T -ooS-P 

where 
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8 (s) = argA + (s) = tan - I [ - 1T~szF'(S) ] 
A (s) , 

(2Sa) 

A(s)=![A +(s)+A -(s)J. (2Sb) 

It is useful to write in Eq. (24) 

(00 8 (s) ds = (00 8 (s) !!.. In(s _ p) ds, 
Jo s-p Jo ds 

(26) 

and, integrating by parts, we have 

(00 8(s) dS=EIln(-p)- (00 d8 In(s_p)ds, 
Jo s-p Jo ds 

(27a) 

ro 8(s) ds = Ez In( _p) _ ro d8 In(s - p) ds. 
J-oo s-p Loo ds 

(27b) 

Here we have used Eq. (12) and the fact that 8 (00) = O. Cal
culating d8 Ids from Eq. (2Sa) and using (24) and (27), we 
obtain after some algebra 

X(p) = (p - vr)(p - vr)(1 _ ~)IIZ 

Xexp {_ ..!. (00 1m [A + '(S)] In(s _ p) dS}, 
1T Jo A +(s) 

(28a) 

Y( - p) = (p - v/)(p - v/)(I _ ~)1I2 

xexp { - ..!. [ 1m [A :'(S)] In(s - p) dS}, 
1T - 00 A (s) 

(28b) 

We have proved that the Eq. (18) has a solution in the 
ballS = {V: /IV - F/I <!ifIlFIl <!}, which we now assume. 

V. DISCUSSION 

For computational purposes, we investigated the coup
led nonlinear integral equation for X and Y in Sec. IV and 
found that, under certain restrictive conditions on the equi
librium distribution function, we could prove that an iter
ation scheme for the solution does converge. It might be 
possible to remove some of these conditions using other ana
lytical techniques although thus far we have not been able to 
do so. 

In Sec. III we found the Wiener-Hopffactorization of 
A, which is necessary in solving the half range problem using 
the Larsen and Habetler technique,6 as well as using tech
niques developed in Ref. 2. That is the problem we are cur
rently pursuing. 
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Electrostatic Vlasov turbulence in a bounded spatial region is considered. An iterative 
approximation method with a proof of convergence is constructed. The method is nonlinear and 
applicable to strong turbulence. 

I. INTRODUCTION 

Consider the one-dimensional Vlasov-Maxwell system 
of equations, 

aF aF aF 
- +v- -E(x,r)- =0, 
ar ax av 

(1) 

- = 1 - dvF{x,v,r) = 1 - n(x,r), aE J<Xl 
ax ~ <Xl 

(2) 

- = dv vF(x,v,r) = u(x,r), aE J<Xl 
ar ~ <Xl 

(3) 

for the electron distribution function, F(x,v,r), and the elec
tric field E (x, r), with a stationary and uniform ion back
ground. Assume the existence of a solution of this system of 
equations for - 1 <;x <; 1 (x is dimensionless, and measured 
in units of an arbitrary length scale L), - 00 < v < 00, and 
r> 0. Then a method for constructing approximations to 
this solution can be developed as follows: 

The Fourier-Fourier transform methodl can be used to 
transform Eqs. (1)-(3) into an infinite system of first order 
hyperbolic partial differential equations. This system has 
been studied before. lOne further aspect of this system will be 
considered here; it is that on truncating the infinite system, 
the resulting finite system is of a standard form which has 
been used to produce constructive proofs of the existence of 
solutions to a wide class of such systems.2 Here, the existence 
of a solution to the finite system will be assumed. The meth
ods used for proofs of existence will be applied, nevertheless, 
to produce approximations to the exact solution of the finite 
system. The existence of the finite system solution and the 
issue of how well it approximates the solution of the infinite 
system will be addressed elsewhere. 

II. THE FOURIER-FOURIER TRANSFORM 

Let 

and 

m = - 00 

in which 

IJI f"" fm (v,r) ="'2 ~ dx e ~ im1TX dv eiTTVVF (x,v,r) 
I ~"" 
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(5) 

and 

1 JI , Em( r) = - dx e ~ 1mrrxE (x,r), 
2 ~ I 

thenf = F and E = E for - 1 < x < 1, and on the boundaries 
f( ± l,v,r) = l[F(1,v,r) + F( - l,v,r)] and E( ± l,r) 
= l[E (l,r) + E ( - l,r)]. Both/and Eare periodic inx with 

period two. 
From Eqs. (1)-(3), 

aim aim. <Xl 
- +m- +11TV L Enlm~n=Jm' (6) 
ar av n~~<Xl 

im1TEm = Dm.O - fm(O,r) + ( - l)m + 1(1- fo(O,r», 
(7) 

and 

d€m __ ..!...- aim I 
dr 1T av v~o 

in which J m = ( - 1 )mJo, and 

i a 
Jo{ v,r) = - - [F (l,v,r) - F ( - l,v,r)], 

21T av 
where 

F( ± l,v,r) = f~ <Xl dvei1TVVF( ± l,v,r). 

(8) 

Equations (7) and (8) are redundant when m=r!=O, and Eq. (7) 
yields no information when m = 0. In the following Eq. (7) 
will be used to determine the Em (r) when m¥=O, and Eq. (8) 
will be used to determine Eo (r). 

It will be assumed in the following thatlm = ° for 
m > M, where M is arbitrarily large but finite. Since it is 
expected that those modes which have wavelengths compa
rable or shorter than the Debye length in the plasma will be 
strongly damped,3 there is perhaps some a priori justification 
for the truncation. 

In Appendix A it is argued that the solution ofEqs. (1)
(3) is determined by a choice of F(x,v,O) on the initial plane 
( - I <;x<; 1, - 00 < v < oo,r = 0), oLd (v,r) = F( - l,v,r) 
- F(1,v,r) in terms of F on the boundaries 

(x = ± 1, - 00 <v< oo,r> 0), and of Eo (0). That argument 
does not depend on the assumption of a neutral plasma 
(space averaged). In the following a neutral plasma will be 
assumed and then it will be shown that the choice of the 
equivalent quantities,/m (v,O), Jo (v,r), and Eo (0) uniquely 
determines the solution of the truncated Eqs. (6)--(8). 
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III. THE NEUTRAL PLASMA 

The space-averaged electron density is/o (O,r). The re
striction to a neutral plasma is affected by setting/o (O,r) 
= 1. This restriction is consistent with Eq. (6) only for a 

limited class of Jo (v,r). From Eq. (6), 

a/o(O,r) 
--- = Jo(O,r) = !8u(r), 

ar 

where 8u(r) = u( - 1,r) - u(l,r). In the following it will be 
assumed thatJo (O,r) = 0 and 10 (O,r,) = /0 (0,0) = 1. 

Fyfe and Montgomery' have noted that eo (r) cannot be 
chosen freely. They have produced an exact solution for 
eo (r) and Uo (r) [the space average of u(x,r)] from their mod
el of the one-dimensional Vlasov-Maxwell plasma. Their re
sults apply to the periodic plasma [.:1 (v, r) = 0]. A generaliza
tion to the nonperiodic neutral plasma being considered here 
is possible. 

From Eq. (8) [or Eq. (3)], 

dEo = _ .i. a/o I = 0 
dr 1T av v 

= - .i. nCO,r) 
1T 

(9) 

and from Eq. (6) [or Eq. (1)], 

or 

duo - + Eo = !8P, (10) 
dr 

where 8P(r) = P( - 1,r) - P(l,r) and 

P (x,r) = f: 00 dv v2F (x,v,r). 

(Notice that sincefor the neutral plasma u( - 1,r) = u(l,r), 
8P is actually just the difference in electron plasma tempera
ture at the boundaries.) An exact solution ofEqs. (9) and 
(10) is available; it is 

= (Eo(O)COsr + Uo(O)Sinr) 

uo(O)cosr - eo(O)sinr 

+ ..!..fTdA8P(A )(Sin(r-A »). 
2 Jo cos( r - A ) 

The result of Fyfe and Montgomery is regained when 
8P=0. 

(11) 

Notice that it is possible to obtain large Eo (r) and Uo (r) 
due to an approximately linear growth of the integral in Eq. 
(11) with increasing r, if 8P(r) contains harmonic oscilla
tions with period one (the inverse plasma frequency). It is 
not possible for Eo (r) to be constant in time unless 8P is also 
constant, Eo (0) = -!8P and Uo (0) = O. Under these condi
tions Uo (r) = Uo (0) = O. Since eo (r) is a measure of the po
tential difference on the boundaries, it should be noted that 
the preceding statements concerning eo (r) also apply to that 
potential difference. All of the above, and any other conse
quences ofEq. (11), apply exactly for the neutral plasma no 
matter what else is occuring in the plasma. 
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IV. BASIC INTEGRAL EQUATION 

Given the solution for eo(r) and uo(r), a major reduc
tion in the complexity ofEqs. (6)-{8) can be made by intro
ducing a new dependent variable through 

1m (v,r) =Km(V,r)exp{ -i1TfdA [v-m(r-A)] 

XEo (A)}. 

Then 

aKm aKm M (1) 
- +m-- -v""" - K (Or)K =u 
ar av n=~M n n' m-n m' 

(12) 

where 

um(v,r) =Jm(v,r)exP{i1TiTdA [v- mer-A )]Eo(A )}, 

and the prime on the summation symbol indicates that the 
n = 0 term is omitted. Since eo (r) can be considered a known 
function of time, a solution ofEq. (12) for Km is equivalent to 
a solution ofEqs. (6)-{8) for/m • Notice that in the special 
case of a periodic plasma (J m = 0) Eq. (12) becomes inde
pendent of eo (r). Thus, a single solution ofEq. (12), which 
will be shown to be determined solely by Km (v,O), is equiv
alent to the entire class of solutions for 1m which contains all 
possible choices of eo (0). 

Using the method of characteristics,5 Eq. (12) can be 
integrated once to obtain 

Km(v,r) =Km(v-mr,O) + fdAUm(v-m(r-A ),A) 

+ n=~'M (~ )i
TdA 

[v-m(r-A)] 

XKn(O,A )Km_n(v-m(r-A ),A). (13) 

Equation (13) will playa central role in the following devel
opment of approximations to K m • 

V. THE APPROXIMATION METHOD 

The result which will be obtained in this section can be 
simply stated as follows: 

A sequence of functions Km (v,r;a) will be introduced 
with 

Km (v,r;O) = Km (v - mr,O) 

+ fdAUm(v-m(r-A),A). (14) 

Since F (x,v,O) will be assumed given, Km (v,O) can beconsid
ered a known function of v which is uniquely related to the 
initialF; U m can be determined from.:1 (v,r). Theothermem
bers of the sequence are to be related to each other through 

aKm (a + 1) aKm (a + 1) 
-~--- +m -v 

ar av 

Xn=~'M (~ )Kn(O,r;a)Km_n(a) =Um, (15) 

or 

Km( v,r;a + 1) = Km( v,r;O) 
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T 

T=T 

V=M(T-T} 

V=-M{T - T) o 

---_-MLT----------~O~--------~M~T---+V 

FIG. I. The domain 0 on the (v,r) plane. 

+ n~t'M ( ~ )fdA [v-m(r-A)] 

XK.(O,A;a)Km_,,(v-m(r-A ),A;a). (16) 

It will be shown that lima~ooKm(v,r;a) = Km(v,r), i.e., it 
will be shown that the sequence of approximations must con
verge to the exact solution. This convergence will not depend 
on the presence of a small parameter for expansion purposes 
and will apply for any finite value of M. Thus, this approxi
mation method applies to strong turbulence with any finite 
number of wave modes no matter how large. Notice that the 
character of the method is to place any member of the se
quence in quadrature [through Eq. (16)]; it does not produce 
equations which must be solved. 

A. Preliminaries to proof of convergence 

To facilitate the proof of convergence the K m will be 
assumed as vector components of a (2M + I)-dimensional 
vector function, K (v,r) = (K _ M(v,r),K _ M + I (v,r) 
... KM(v,r». Equation (16) can be considered as an integral 
transformation which relates members of the sequence 
through K (a + 1) = TK (a). 

The proof of convergence will be given on the closed 
domain, 0, pictured in Fig. 1. An examination ofEq. (16) 
will show that knowledge of K (a) on 0 is necessary and 
sufficienttodetermineK(a + l)onO. ThedomainOiscen
tered on the line v = 0 since on that line all of the quantities 
of physical interest (the various moments of F as well as the 
Fourier components of the electric field) can be found. The 
time T is any finite time of interest; the solution will be ob
tained for all 0 < r< T. 

A further subdivision of 0 is necessary. Imagine the 
strips on the (v,r) plane defined by r8 < r«r + 1)8 where 
r = 0,1,2, .. · and 8> ° is to be determined. Then, let OrlJ be 
the intersection of the rth strip with O. The transformation T 
will be shown to be a contraction6 on each of the 0 rlJ' and 
then the results for the stationary element of T on each strip 
will be pieced together to yield Eq. (16). 

The following definition of a norm will be used. Let 

IIKllo= Sup (max{IK_M(v,r) j.--., IKM (v,r) I}). 
(On domain 0) 

At each point (v,r) the absolute values of all of the Km (v,r) 
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are to be taken, and then the maximum of these chosen. 
Then, the supremum, on 0, of the resulting function is to be 
found. The vector K and the domain 0 have been used here 
for illustrative purposes. Other vectors and domains will ap
pear, but in each case, the symbol II 110 has the analogous 
meaning. 

In Appendix B it is shown that in the limit M = 00, 

11K 110 = 1. In the following it will be assumed that 11K 110 
exists for finite M. This is not actually a new assumption; on 
0, it is totally equivalent to the earlier assumption of the 
existence of a solution to the truncated system. It will also be 
assumed that the boundary conditions are chosen so that 
Ilullo exists. The number N = 2(IIK 110 + Ilullo T) will be 
used. 

B. Convergence on a narrow strip 

Equation (13) can be used to show that 

Km (v,r) = Krn (v - m( r - r8),r8) 

+ rdAum(v-m(r-A ),,1) L.., 

+ n~t'M ( ~ ){dA [v-m(r-A)] 

XKn(O,A )Krn_n(v-m(r-A ),,1) (17) 

for any r>r8. The proof that on Or"" 

Krn (v,r) = Km (v - m( r - r8),r8) 

+ (TdAum(v-m(r-A ),,1) L.., 

+ ;~,,~t'M (~ )I~dA [v-mer-A)] 

XK" (0, A;a)Km _" (v - m (r - A ), A;a) (18) 

will now be given with Krn (v,r;O) determined by Eq. (14). 
The symbol Tr{j will be used for the integral transformation 
in Eq. (17) on 0 r{j' The proof is in three parts . 

1. Partone 

Let V (v,r) be any (2M + I)-dimensional vector field on 
o rli with its norm bounded such that II V II 0,. <N. Define 
V' = Tr{j V. Then, II V' II 0,8 <N for 8 small enough, but finite. 

Proof: 

V;" (v,r) = Km (v - m( r - r8),r8) 

Therefore 

+ (TdA Urn (v - m( r - A ), A) L.., 

+ n~~'M (~ )I~dA [v-m(r-A)] 

X V" (0, A ) Vrn _" (v - m( r - A ), A). 

I V;" (v,r) I <11K 110 + 811ull o + 8N 2 [MT + !M6] 

X,,~~~ , ~ ,. 

This result holds for any m and any point, (v,r). Thus, 
II V'lla <N for 8 small enough. 

'h 

Discussion: The significance of this part of the prooflies 
in the fact that any initial vector field which is normed as 
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above can be chosen. Then, the transformation Tr8 can be 
applied an arbitrary number of times and the result will be a 
vector field with the same bound on its norm as the initial 
vector field. Notice thatK (v,r;O), as defined by Eq. (14), is a 
suitable initial vector field. 

2. Part two 

Let V(v,r) and W(v,r) be any (2M + I)-dimensional 
vector fields on Orfj such that both II V 11o,.., <N and 
IIWllo,.<N. Define V' = Trfj V and W' = Trli W. Then, 
IIV' - W'lIo",<!11V - Wllo,JorD small enough. 

Proof: 

\ V;" (v,r) - W;"(v,r) \ 

\=~'M I ! li~dA Iv - m(r-A) I 

'!Vh (0, A) Vm _ n (v - m( r - A ), A) 

- Wn(O,A )Wm_n(V-m(r-A ),A)I 

<D([MT+!MD]2Nn=~'M I ~ I)IIV- Wllo,.' 

Thus, IIV' - W'lIo,.<!11V - Wllo,. if 8 is small enough. 
Discussion: This part of the proof shows that Tr/j is a 

contraction. When TTf) is applied to the difference of two 
normed vector fields, the resulting difference is reduced. In 
view of part 1. of this proof, Trf) can be applied an arbitrary 
number of times to a pair of suitably chosen initial vector 
fields with the difference between the resulting vector fields 
reduced each time. In the following, this basic property will 
be used to find the stationary element of Tro . 

3. Part three 

Let Km (v,r;O) be defined by Eq. (14). Define 
Km(v,r;a) = TrtJKm(v,r;a - 1) on 0rtJ. Then, Km(v,r) 
= lima _ oo Km(v,r;a) on 0rtJ. 

Proof 

IKm(v,r;O) I < 11K 11o + lIulloT=!N 

Therefore, 11K (0) II 0,. <!N < N. From part 1. then, 
11K (a) II 0", <N for all a. Now, in the result of part 2. of this 
proof,letK(a)= VandK(/1) = W. Then, 

11K (a) -K (/1 )lIo,.<!IIK (a - 1) -K (/1 - 1)110,. 

Suppose a =/1. Then, 11K (a) - K(8)lIo", = o for alla. Sup

pose, a >/1> 1. Then, 11K (a) - K(8)lIo,.<!PIIK(a -/1) 
- K (0)110,. <4N (1/2)P. Thus, 11K (a) - K (8)110", --0 as 

(a,/3)--'oo. Similarly 11K (a) - K (8)110,. --0 as (aJ1)--.oo 
when/1> a>l. Thus, K (a) is a Cauchy sequence1 on 0r{j' 
K (a) converges uniformly to K * on OrtJ where 
K * = lima _

oo 
K (a) = lim

a
_

oo 
TrtJK (a - 1) = TrliK *. 

Since K * = TroK * it is a stationary element of TrtJ . But, it is 
easy to see that the stationary element of TrtJ is unique. 

Suppose there are two stationary eleme~ts, K * and L *. 
Then, K* -L * = Tr/jK* - TroL *, and 
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Thus, 11K * - L */10,. = 0. 
Since K (v, r) is a stationary element of Tro on 0'0' it is 

the stationary element given by K (v,r) = lim
a

_
oo 

K (v,r;a). 
Thus, Eq. (18) follows. 

C. Convergence at large 

The proof of convergence on a narrow strip given in the 
preceding section will be used here to construct a proof of 
convergence at large (on the domain 0). It will be shown that 
on 0 lima _ oo Km (v,r;a) = Km (v,r) whereKm (v,r;O) is given 
by Eq. (14) and Km(v,r;a) is given by Eq. (16). An inductive 
argument will be given which assumes Eq' (18) on Orfj as a 
starting point. 

Proof Notice from Eq. (18) that when r = 0, 

Km(v,r) =Km(v-mr,O) + fdAUm(v-m(r-A ),A) 

+;~ nX~ ( ~ )fdA [v-m(r-A)] 

XKn (0, A;a)Km _ n (v - m( r - A), A;a) (19) 

for 0 < 7<0. (It will be assumed that the values of v under 
consideration here are always on 0.) Assume that for some 
valueofr, 
Km (v,ro) = Km (v - mro,O) 

+ i"sdAUm(V-m(rO-A ),A) 

M (1)('8 + ;~~ n=~'M -;; Jo dA [v - m(rD -A)] 

XKn (0, A;a)Km _ n (v - m(ro - A), A;a). 
(20) 

Notice from Eq. (19) that Eq. (20) is true when r = 1. By the 
induction hypothesis [Eq. (20)], 

Km (v - m( 7 - r8),r8) 

M (1)('tJ + ;~ n =~'M -;; Jo dA [V - m ( 7 - A ) ] 

XKn (0, A;a)Km _ n (v - m( 7 - A), A;a). (21) 
Equation (21) can be substituted into Eq. (18) to obtain, 
K m (V,7) = 

Km(v-m7,0) + f dAUm (v-m(7-A ),A) 

+;~ n=~'M ( ! )fdA [v-m(r-A)] 

XKn (0, A;a)Km _ n (v - m (r - A ), A;a) (22) 

on Or8' i.e., for r8 < 7«r + l)D. In particular, Eq. (22) is true 
for r = (r + 1 )D. Thus, ifEq. (20) is true for any value of r, it 
is true for all larger values of r. Since Eq. (20) is true for 
r = 1, it is true for all values of rand Eq. (22) is true every
whereon O. 

Discussion: Equation (22) is the primary result of this 
paper. From Eq' (22) a sequence of functions can be comput
ed with the understanding that the sequence will converge to 
the truncated Fourier series expansion of the Vlasov plasma 
distribution function. 
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VI. CONVERGING SEQUENCES FOR THE KINETIC AND 
FIELD ENERGIES 

In Appendix B it is shown that in the limit M = 00, K ;,. 
and K;:' (K;" = aK m / av, etc.) can be unifonnly bounded on 
O. In the following it will be assumed that 11K '110 and 11K -110 
exist for finite M. In this case essentially the same procedure 
as the one given above can be carried out to prove, 

K;"(v,r) =K;"(v-mr,O) + [dAu;,.(v-m(r-A ),A) 

+!~ "=t'M ( ! )[dAKn(O,A;a) 

XKm_n(v - m(r -A ),A;a) 

+ l~"! "=t'M ( ! )[dA [v-m(r-A)] 

XK" (0, A;a)K ;"_,,(v - m(r -A ),A;a) 
(23) 

and 

K;:'(v,r) =K;:'(v-mr,O) + iTdAu;:,(v-m(r-A ),A) 

+2l~"! "=~'M ( ! )[dAK,,(O,A;a) 

XK ;"_n(v - m(r -A ),A;a) 

+ l~ "=~'M ( ! ) iTdA [v-m(r-A)] 

XK" (0. A;a)K;:' -It (v - m(r -A), A;a} 
(24) 

as long as the boundary conditions are chosen so that lIu'lio 
and lIu" 110 exist. 

Equations (23) and (24) show that the sequences of 
functions which are obtained by differentiating the 
K m (v. r;a) converge to the respective derivatives of K m (v, r). 
Thus, K ;" (a) and K ;:, (a) can be expected to approximate 
the exact derivatives. The derivatives. with respect to v, play 
an important role in the application of this theory. At v = 0. 
Km and its derivatives are related to the coefficients in Four
ier series expansions of the moments of the distribution func
tion. For example, 

n (x,r) = f 1m (O,r)e im1TX 

m= - 00 

and 

u(x,r) = - ~ f I;" (O,r)eim".", 
11"m=-oo 

inwhichlm and/;,. canbecomputedfromKm andK;" (see 
Appendix B). 

From Eqs. (23) and (24) it can be shown that. 

K ;;(O.r;a) = K ;((O.O) + iTdA u;{(O, A) 

-1l=~'M (~YCIKIt(0.0)12 
- /K" (O,T;a - 1) 12]. (25) 

This equation bears on energy conservation in the plasma. 
Using 
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Q (x,r) = S: 00 dv V
3p (x,v,r) 

and Po (r) for the space average of P(x,r). Eq. (25) can be 
rewritten in terms of more familiar notation as 

Po (r;a) = 

Po (0) + Co (0) + ( ! r It =~ ~ ( ! r IKn (0,0) 12 

- [Co(r) +(! Y "=~'M (! YIKn (O,r;a-l)lz] 

lIaT + - dA t5Q (A ), 
2 0 

(26) 

wheret5Q(A) = Q( - l,A.) - Q(1,A.). Theathiteratetothe 
space averaged kinetic energy density is given by Po (r;a). 
The contributions to Po (r;a) on the right side ofEq. (26) are 
as follows: The first line in Eq. (26) gives the total energy in 
the plasma at r = 0. Po (0) is the initial kinetic energy, Co (0) 
is the initial electric field energy in the space averaged part of 
the field, and the sum on this line represents the field energy 
in E '(x,O) averaged over space. The second line of Eq. (26) 
gives the negative of the total field energy at any time. The 
sum in the second line is the space average of the field energy 
in the turbulent part [E '(x,r)] of the electric field, as given by 
the (a - l)th iterate. The last lineofEq. (26) gives the accu
mulated net transfer of energy into - 1 < x < 1. Thus, ener
gy is conserved at each iteration. Furthermore, sequences of 
approximations for the kinetic and electric field energies in 
the plasma can be computed from Eq. (26). From Eq. (23) 
and (24) it can be seen that these sequences must converge to, 
respectively, the kinetic energy in the truncated distribution 
function and the corresponding turbulent electric field 
energy. 

VII. CONCLUSION 

A one-dimensional electrostatic Vlasov-Maxwell plas
ma model has been considered in a bounded spatial region. 
Consideration has been limited to a plasma with uniform 
and stationary ion background and with zero space-aver
aged charge. An iterative method has been constructed for 
computing a sequence of approximations to the probability 
distribution function for the initial-boundary value problem. 

The probability function has been Fourier transformed 
in its velocity variable, and Fourier series expanded in its 
spatial variable. The Fourier series expansion has been trun
cated at an arbitrarily large but finite value. It has been as
sumed that a solution exists to the finite system of partial 
differential equations which govern the truncated expansion 
of the distribution function. Under this assumption it has 
been shown that the sequence of approximations mentioned 
in the preceding paragraph must converge to the exact solu
tion of the truncated system. Convergence does not depend 
on the presence of a small expansion parameter for expan
sion purposes. The degree to which the solution of the trun
cated system approximates the solution of the infinite system 
has not been considered, but in view of the arbitrarily large 
number of Fourier modes that is allowed, a good approxima
tion is anticipated in many applications. 
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The issue of the rate at which convergence occurs is 
under investigation at present. In those situations where 
convergence is rapid enough to make this iterative method 
useful, it can be viewed as an approximation technique for 
Vlasov turbulence which is nonlinear and applicable to 
strong turbulence in a bounded region of space. 
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APPENDIX A 

Consider the one-dimensional Vlaxov-Maxwell system 
of Eqs. (1 )-(3). Assume the existence of a solution to this 
system of equations on the domain D, defined by - 1 < x 
< 1, - 00 < v < 00, and T> O. Then, what combination of 
initial and boundary conditions of F and E uniquely, consis
tently, and conveniently determines that solution? 

Given the existet,ee of E (X,T), the method of character
istics can be used to solve Eq. (1).5 The solution is 
F (x(s),v(s),r(s» = F (x(O),v(O),r(O»wherex(s), v(s), and 7(S) 

are the solutions of the system, 

dXd~S) = v(s), 

dv(s) = _ E (X(S),7(S», 
ds 

d7(S) = 1 
ds ' 

subject to x(O), v(O), and 7(0) for initial conditions. In typical 
applications of this type of solution the point (x(O),v(O), 7(0» 
is known. Then, Fis known everywhere along the character
istic line given by xes), v(s), and 7(S) for s>O. The complete 
solution depends on filling all (X,V,T) of interest with charac
teristic lines which are connected to boundaries where 
F(x(0),V(0),7(0» is known. But this typical approach is self-

BOUNDARY 
(X=-I) 

T 

• \ 

BOUNDARY 
(X = I ) 

-------_~,-,~~--L-~-L--------+71----~X 

INITIAL PLANE (T =0) 

FIG. 2. A schematic representation of all possible characteristic curves on 
the domain D. 
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(Xo,Vo,O) 

FIG. 3. A possible construction of F(X,V,T) using F(x,v,O) and.:l (V,T). 

contradictory for the initial-boundary value problem being 
considered here. 

Figure 2 contains schematic representations of projec
tions onto the plane U = 0, of various types of possible char
acteristic lines. Progression along the characteristic lines, 
with s increasing, is indicated by arrows. The dashed lines 
indicate characteristics which enter D on the initial plane 
( - 1 <x< 1, - 00 < v < 00,7 = 0) or on either of the bound
aries (x = ± 1, - 00 < U < 00, r> 0) and then remain 
trapped in D. These are the only characteristics that can be 
treated as outlined in the preceding paragraph. All other 
characteristic lines (solid lines) enter D and then exit, with s 
increasing. The solution ofEq. (1) gives F = constant along 
each of these characteristic lines. Thus, Fmust have a single 
value at every pair of entry and exit points. The initial and 
boundary values for F are not independent and cannot be 
chosen arbitrarily. 

There is no unique method for choosing the initial
boundary values for F such that the possible contradictions 
discussed above are avoided. The method used here has been 
chosen for both mathematical and observational conve
nience. In Fig. 3 it is demonstrated that the solution at an 
arbitrary point (X,V,7), is determined by specifying F (x,v,O) 
on the initial plane, and.1 (V,7) = F( - l,u,7) - F(l,u,r) in 
terms of F on the boundaries. The solid lines indicate possi
ble characteristic lines along which F = const. The dashed 
lines connect exit and entry points at which the value of F 
must be related through the use of.1 (U,7). In the example 
presented in Fig. 3, F(x,v,r) = F(xo'ua,O) +.J (upTa 
-.1 (U 2,72). Given the existence of E (X,T), this choice of 

F(x,v,O) and.J (V,7) uniquely determines F(X,U,7) through 
Eq. (1). The type of contradictions discussed above are 
avoided because.d (v ,7) always relatesFon an exitingcharac
teristic line to F on an entering characteristic line. 

The LI method for specifying the boundary data allows 
for the expression of the data in terms 0: the measurable 
moments ofthe distribution function on the boundaries (e.g., 
the difference in density, current, temperature, etc.,) where 
others do not. [Mathematically, it is acceptable to specify F 
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on the boundaries for incoming velocities only. It is also pos
sible to express the boundary conditions in terms of the ratio, 
F(x = 1)IF(x = - I). Neither of these boundary conditions 
can be expressed in terms of the moments on the distribution 
function on the boundaries.] Notice that the well studied 
"periodic plasma" in which..1 (v,r) = Oisaspecial case of the 
..1 method. More generally, the..1 method plays a natural role 
in the Fourier series expansion analysis of the nonperiodic 
plasma. A choice of F(x,v,O) and..1 (v,r) leads toa unique set 
ofFm (v,O) andJm (v,r). Thus, the..1 method has been chosen 
as the basis for this study of the initial-boundary value prob
lem for the Vlasov-Maxwell plasma. 

Now, assumeF(x,v,r) is known. Then, what additional 
initial-boundary data must be specified to determine E (x,r) 
from Eqs. (2) and (3)? 

If E (x,r) is separated into its space average Eo (r)plus an 
x-dependent part through E (x,r) = Eo (r) + E '(x,r), then 
Eq. (2) determines E '(x,r) only. From Eq. (2), 

E'(x,r) =.7o(r) +x(l-no(r» 

-f: Idx' [n(x',r) - no(r)), 

where no (r) is the space average of n(x,r), and 

Yo(r) = !fl dxxn(x,r). 
-I 

From Eq. (3), 

dEo 
dr = uo( r), 

(AI) 

(A2) 

(A3) 

where uo(r) is the space average ofu(x,r). Notice if Fis 
known, then E '(x, r) is given by Eq. (A I) with no freedom for 
choosing boundary or initial conditions. Further, given F, 
Uo (r) can be calculated and then Eo (r) can be calculated 
from Eq. (A3) if Eo (0) is specified. Thus, only Eo (0) need be 
specified to determine E (x,r) given F. 

By combining the argument given above for determin
ing F given E and for determining E given F, it seems plausi
ble that specifications of F (x,v,O),..1 (v,r) and Eo (0) uniquely 
determines a solution of Eqs. (1)-(3). This is not aproolfor 
the existence, or the uniqueness of that solution; it is at best, a 
plausibility argument. 

APPENDIX B 

The Fourier series expansion of Fhas been truncated in 
Sec. II, and the resulting truncated version ofEqs. (6)-(8) 
has been solved in principle in Sec. VI, not for F, but for 

M I foo I(x,v,r) = L eimrrx_ dve- irrv1m (v,r). 
m~-M 2- 00 

(BI) 

The/m (v,r) is the solution of the truncated equations 
which are still related to/(x,v,r) in the usual manner: 

1 JI . Joo . 1m (v,r) = - dx e - 'mrrx dve,rrvvI(x,v,r). 
2 --I -00 

(B2) 

The degree to whichlapproximates Fhas not been investi
gated in this paper. However, since the theory developed in 
this paper applies to a truncation for arbitrarily large M it 
has been assumed that this approximation can be made as 
good as necessary. In particular, it has been assumed that for 
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some finiteM, 11K 110' IIK'llo, and 11K "110 exist. The condi
tions under which this assumption is valid are under 
investigation. 

The goal of this appendix is to prove that 11K 110 = 1 and 
both 11K '110' and 11K "110 exist when M = 00. For this pur
pose it is convenient to introduce 

(B3) 

In the following it will be assumed that the boundary condi
tions are chosen such that when the solution ofEq. (11) is 
substituted into Eq. (B3), the resulting <fJ (r) can be uniformly 
bounded on the interval, 0 < r< T. From the definition of the 
K m , 

IKm I = 11m I, 
IK;" I <1TI<fJ 111m I + II;" I, 

and 

(B4) 

(B5) 

IK::.I<~<fJ2I!ml + 21Tj<fJ I 1/;,,1 + 11::.1. (B6) 

If/m,J;" and/::. can be uniformly bounded on 0, then the 
goal of this appendix will have been achieved. 

From Eq. (B2), 

Vm (v,r) I <!f~ Idx f: 00 dvF(x,v,r) =/0 (O,r), 

but in Sec. III, it was shown that to (0, r) = I. Thus 
lfm (v,r) I < I and 11K 110 = 1. 

By differentiating Eq. (B2) is can be shown that 

( ~)2 V::. (v,r) I < ~fl dx foo dv v2F (x,v,r) 
1T 2 -I -00 

= - ( ~ )1;{(0,r), 

where/;{(O,r)<O. But, - (l/1T)Y;{(O,r) is actually the kinet
ic energy in the plasma. The equation which governs conser
vation of energy can be obtained from Eqs. (6)-(8) and 
written, 

- ( ~ )1;{(0,r) = - ( ~ )1;{(0,o) + ~(O) 

+( ~Y n~~~ (! YVn(O,O) 12 

- [~(r)+(~rn~~~(!Y 
X lin (O,r) 12] + ~ lTd,1 oQ (A) 

where oQ (A) is the net rate at which energy is entering the 
region in x of interest (see Sec. VII). Thus, 

(~ YV;;,(v,r) 1< - (~ )1;{(0,o) +~(O) 
+ ( ~Y n~~'= ( ! YVn(O,O) 12 

+ ~ rT
d,1 oQ (A ). 

2 Jo 
The first line of the right side of this equation represents the 
total initial energy in the plasma. If this initial energy is cho
sen bounded, and if the rate at which energy is allowed to 
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enter, c5Q(T), is assumed uniformly bounded on O<T<T, 
than If::'(V,T)1 is uniformly bounded on O. 

Given the uniform bounds oflo (0,'1) andl;(O,T) which 
have been obtained above, it is possible to prove a uniform 
bound on I;" . From Eq. (B2) 

V;" (V,T) I 
<. ~fl dxfoo dv IvIF(x,V,T) 

2 -I -00 

= ~fl dx[f-Idv+fl dv+ (OOdV] IvIF(x,V,T) 
2 - I - 00 - I )1 

<. ~fl dx [f - Idv v2 + fl dv + (00 dv V2] F (X,V,T) 
2 - I - 00 - I )1 

<. - .l 1;(0,'1) +10(0,'1). 
17' 
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Thus.!;" is uniformly bounded on 0, as well aslm and I::. , 
and from Eqs. (BS) and (B6) 11K' II 0 and 11K "II 0 must exist. 
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First-stage magnetization and metastable migration field in a type I 
superconducting slab 

Andre Fortini, Alain Hairie, and Jean-Pierre Girard 
Laboratoire de Physique du Solide de I'Universite de Caen, associe au C.N.R.S. n °251, 14 032-Caen Cedex, France 

(Received 5 March 1979; accepted for publication 24 May 1979) 

The penetration of the field in the edge of a type I superconducting slab, placed in a uniform 
magnetic field, perpendicular to its plane, is analyzed by means of a suited complex potential, 
derived from general methods used in Dirichlet's type problems. The way of taking into account 
the singularities of the field distribution at the ends of the edge structure in the intermediate state, 
and the boundary conditions are discussed. A computational method is described for calculating 
the potential and flux profiles along the edges and thereby, the thermodynamic potential of the 
system. The first stage magnetization law together with the equilibrium dimensions of the edge 
structure and the previously defined migration threshold are deduced from the theory. 

I. INTRODUCTION 

In a foregoing publication, I we have discussed theoreti
cally the existence of a metastable mechanism for explaining 
the usually observed two-stages flux penetration in the mag
netization process of a type I superconducting sample of 
somewhat arbitrary shape. 

The main feature of this mechanism lies in the existence 
of a thermodynamic threshold value H t of the applied field 
H o, from which the presence of domains in the bulk of the 
sample is stable. However, because of the fluxoid theorem, 
flux penetration can only occur when a migration threshold 
H m > H t is reached. 

Thus, when Ho > Htl the magnetic behavior of the sam
ple is completely governed by the metastable mechanism, as 
if a sort of "magnetic barrier" existed. The above mentioned 
two-stage penetration corresponds to values of Ho lower or 
higher than H m 

(i) 0 <Ho <Hm: penetration in the edges, which be
comes metastable when Ho >H,. 

(ii) H m < Ho < He: migration in the bulk. He is the criti
cal field of the superconducting material. 

The interest for research in the domain structure of type 
I superconductors has been revived in the recent years, in 
connel;tion with the development of powerful observation 
techni.ques. 2

-
s The migration of the flux tubes from the sam

ple edges is well confirmed by experiment, together with the 
irrevf:rsible character of the magnetization curve and strong 
shape effects.2

.5-l2 Attempts have been made, on the other 
hand, to derive the surface energy parameter from the obser
vation of the domain network, IJ or to explain dimensional 
effects on the critical field. I. 

The purpose of the present paper is to work out the 
thermodynamic and electromagnetic theory of the metasta
ble first stage, in a slab of rectangular cross section placed in 
a uniform field Ho , perpendicular to a face (Fig. 1), and 
assumed of infinite length so that the problem can be re
duced to a two-dimensional one. As in Ref. 1 the fine struc
tur'e of the intermediate state will be averaged out into a 
phase of continuously varying composition, which is valid if 
the sample is large enough. In addition the surface energy of 
the normal-diamagnetic walls will be ignored. The surface 

energy parameter ..:::l together with the external dimensions of 
the sample, determine the equilibrium spacing of the domain 
structure but is, in turn, negligible in the overall equilibrium 
of the sample, as far as..:::l is much smaller than the spacing. IS 

The second magnetization stage which can be treated in 
a rather different way will be studied in the next paper. 

II. COMPLEX POTENTIAL FOR THE PENETRATION IN 
THE EDGES 

In Fig. 1 (a) a half-section ofthe slab in the u(x,z) plane 
is represented. In order to avoid a magnitude larger than He' 
the field penetrates into the edges up to a depth 57 (and 7'5'). 
The edges volume 567, 7'6'5' are in the intermediate state 
and the remaining volume 257,7'5'2' is in a perfect diamag
netic state. 

The calculation of the magnetic moment at equilibirum 
requires the knowledge of the field distribution inside and 
outside the sample. This is a very difficult problem in gener
al. It can be appreciably simplified by taking into account the 
available information about the internal equilibrium. In the 
intermediate state, the field at equilibrium is of constant 
magnitude as long as the number of domains is large enough, 
as this has been shown by different authors. 16.17 This constant 
value, moreover, turns out to be the critical field He' except 
for very small corrections due to dimensional effects.'7 
Strictly speaking a field of constant magnitude is not neces
sarily uniform but merely straight lines offorce. This results 
in a "fanlike" structure, as shown in Fig. l(a), matched to 
the external field distribution by a shallow perturbed sheet, 
below the free surfaces 56 and 67, in which the orientation of 
the domain walls changes, branching may occur, etc. Since 
the internal discrete structure will be smoothed out into a 
continuous one, this perturbed sheet will be ignored in the 
following. 

Finally, on account of the above mentioned informa
tion about the equilibrium in the intermediate state, the 
problem is now reduced to the determination of an external 
field distribution obeying the following boundary 
conditions: 

(a) The field at large distance is equal to the applied field 
Ho(O,Ho). 
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l' 2' 5' 6' 7' W 7 6 5 2 

(b) 

FIG. 1. (a) Half cross-section of the slab in the u(x,z) plane. with fanlike 
domain structure in the edges. due to field penetration. (b) Conformal re
presentation of the outside of the sample in the u(x,z) plane, into the upper 
;CS.n) plane. 

(b) The normal component of the field along 25, 77', 
5'2' is zero. 

(c) the scalar potential along 56 and 67 is matched to the 
internal potential distribution resulting from the fanlike 
structure regarded as continuous. 

(d) The magnetic flux is conserved throughout the edge 
so that the flux reaches its maximum value at the vertex 6 (or 
6'). 

As to the internal equilibrium, the problem is reduced 
to show that the constant magnitude of the field in the fan
like structure is equal to He . 

As in Refs. 1,15 the two-dimensional external field dis
tribution will be represented by the complex potential 

tP(x,z) = if> (x,z) + iA (x,z)1 JLo, (l) 

if> (x,z) is the scalar potential, A (x,z) the vector potential. We 
will choose if> = 0 along the Ox and A = 0 along the constant 
flux line 12567m7'6'5'2'1'. tP(x,z) is an analytic function of 
the complex variable u = x + iz. 

The complex field H is derived from the complex 
potential 

- H* = df/!/du = - Hx + iHz. (2) 

To begin with, we will conformally transform the 
u(x,z)-plane into a ~ (5,71)-plane so as to change the contour 
l'2'5'6'7'm76521 into the real S'S axis (Fig. l(b». This is 
achieved by the Schwarz-Christoffel's formula 

du = _iB(~2_k2)1/2. (3) 
d~ ~2 _ 1 

The chosen square root is real and positive if ~ is real and 
larger than 1. The part of the half-plane x > 0 outside the 
sample section is transformed into the upper half-plane 
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71 > O. Notations are indicated on Fig. l(b). S2 can be taken 
equal to 1, S 6 = k, etc. k, B are determined by the transverse 
dimensions a, I of the slab 

a i l (S2 - k
2 

)1/2 -=B ds=B(Ek' -k 2F k ,)=BGk " 
2 k 1 - S2 
I lk(P S2)1I2 -=B - 2 dS=B(Ek -k,2Fk )=B'Gk , 

2 0 1-5 
hence 

(4) 

k' = (I - k 2) 1!2; Fk = F Crr 12,k ), Ek = E (1T /2,k ) denote the 
complete elliptic integrals of the first, second kind, and of 
modulus k. 

Weare now left with the simpler problem of seeking the 
complex potential ifJ~) = ifJ(5 + i71) obeying the abovt~ 
boundary condition a, at large distance, and b-d on the s ' S 
aXIs. 

As is well known from Dirichlet's theorem, an analytic 
function is defined uniquely, in a connected domain, by the 
limiting values of the real (or imaginary) part on the contour 
of that domain. The present problem, however, is more 
involved. 

Since 1257m7'5'2'1', in the u-plane, is an equiflux line, 
A (5) is known, and has been taken equated to 0 on the con .. 
tour of the diamagnetic matter 1'5', 7'7, 51 (Fig. l(b». In
stead, along the edges contour, 5'6'7' and 765, we only know 
conditions connecting the scalar potential if> (5) with the vec
tor potential A (5 ). 

We will first assume that the scalar potential, or the 
vector potential, is known along 5'6'7' and 765, and formu
late the subsequent solutions for the complex potential. In 
case where the vector potential is known, we are concerned 
with the following problem: 

(i) The field at large distance is uniform and equal to 
(O,Ho) in the u-plane. 

(ii) A (5) = 0 along 1'5', 7'm7, 51 (Fig. l(b». 
(iii) A (5) is equal to any given continuous and even func-

tion along 5'7' and 75 (Fig. l(b», 

(5'7')A~) =A _ (5), 

(75)A~)=A+ (5)=A_ (-S). 

The solution is given by 

ifJ~) = rp~) + iA ~)I JLo 

= _1_ (f -r A - ~') dS ' + 
JLo1T - q S - ~ 

rq 
A + (5') dS ~ ) 

J S'-~ 
+BHo~' (5) 

or, since A + (5) is an even function 

(6) 

It can be easily checked that ifJ~) satisfies the required 
boundary conditions. At large distance ~-oo) 

- H* = - Hx + iHz = difJldu = (difJldn(d~ Idu), 
(7) 

from (3) and (6) 
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(du/ds) - - iB, 
t~oo 

~) - - (2/'lT1"0;) [ A + (S') ds' + BHo;, 

whence 

- Hx + iHz-(2/1"0'IT;2) [ A + (S') ds' + iHo· 

The second term on the right-hand side tends to zero, so that 
Hx---4J and Hz_Ho. 

If; = S, outside 5'6'7' and 765, alongS'S (Fig. l(b» (6) 
is real and soA (S) = o. 

If; tends to a point of765 from above (i.e., u tends to a 
point of765, in Fig. lea), from outside}, using a well known 
property of Cauchy's type integrals 

I ( J -r A - (S') ds ' 
¢(S)= -

1"0 'IT - q s' - s 
[

A + (S') dS') fA + (S) + f: ' f: + , (8) 
r :,-:, 1"0 

as required. Here r<.s <.q, and the second integral, in the 
right-hand side, is to be understood in the principal value 
sense. 

The form (5) or (6) for ~) is not quite convenient how
ever, since the c and d boundary conditions are concerned 
with the potential profile tP + (S) along 5'6'7' and 765, rather 
than the flux profile A + (5). Since 

tP (S) = ~ [ A + (S') ds' + BHos, (9) 
1"0'IT r S ,2 - S 2 

the problem amounts to solving this equation with respect to 
A + (S). 

Problems of this kind have been extensively studied in 
the past, for various sets of boundary conditions, in connec
tion with the theory of harmonic functions, and in different 
fields of mathematical physics. The solution bounded in the 
neighborhood ofthe ends of the segments 5'7' and 75 writes 
as follows (Ref. 18, Ch. 10): 

[(;2 _ q2)(;2 _ r)] 112 
rP<b) = ...:.=-~=::.....----!..~ 

'IT 

{ f r tP- (5')ds' 
X _-q [(q2 _ S '2)(5 ,2 _ r)] 112(S' _ ;) 

[ 
tP + (S') dS ' } 

- r [(q2 _ S,2)(S,2 _ r)J1I2(S' _;)' (10) 

or, taking account of tP _ (5') = - tP + ( - S ') 

rP<b) = - J:f [(; 2 _ q2)(; 2 _ r)] 112 
'IT 

tP + (5')dS' Xlq 

(11) 
r [(q2 _ 5'2)(5'2 _ r)}112(5'2 _ ~2) 

The square root is chosen real and positive for; real and 
larger than q. 

Field at large distance. When ;-00 
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(12) 

From (3) 

d; = l.- (1 _ £ + ... ), 
du B 2;2 

whence 

- Hx + iHz = (d,p/d; )(d; /du) 

2i [ tP + (S') ds' 
t~oo 'lTB r [(q2 _ S '2)(5'2 _ r)] 112 

i [ (2&'2 - q2 - r + k '2)ifJ + (S') ds' 

'lTB~ 2 r [(q2 - S '2)(5'2 - r) ]1/2 
+ .... (13) 

The a-boundary condition is thus fulfilled if 

2 [ tP+ (S') ds' 
'lTB r [(q2_

S
'2)(S,2_ r )JII2 =Ho· (14) 

The l/~2 term in Eq. (13) will be used later for the calcula
tion of the magnetic momentum. 

Flux profile in the edge. For r<.s <.q, from the theorem 
on the boundary values of a Cauchy'S type integral, Eq. (10) 
yields 

rP + (S) + iA + (S)/I"o 

= !.-[(q2 _ S2)(S2 _ r)]1/2 
'IT 

[(q2 _ 5 2)(52 _ r)] 1/2 

= rP+ (S) - 2it [(q2 - 52)(S2 - r))'!2 
1T 

X lq tP + (S') d5 ' 
r [(q2 _ 5 '2)(S ,2 - r)] 1I2(S ,2 - S 2) , 

whence the expression of the flux profile along the edge free 
surface 567 

A + (5) = - 21"0S [(q2 _ t 2)(5 2 _ r)] 112 

1T 

X + \:> :, (15) f
q <p f!.-')df:' 

r [(q2 _ t 12)(S'2 _ r)] 112(5 12 _ S2) . 

The integral must be taken in the principal value sense. 
A + (S) is now expressed as a function of <P + (S). 

III. SINGULARITIES OF THE FIELD DISTRIBUTION 

Equation (10), or (11), represents the complex potential 

Fortini, Hairie, Girard 2141 



                                                                                                                                    

5.,5 

FIG. 2(a) Trend of the real and averaged macroscopic profile of the scalar 
potential in the edge 567 as a function of the abscissa u along the contour. 

in a very general way. There is no question, however, of 
taking into account the detailed structure of the intermedi
ate state in the edge. Fortunately the actual structure can be 
simplified to a large extent. 

Whatever may be the exact configuration of the domain 
walls, as soon as the sample is large enough, the intermediate 
state structure in the edges exhibits a large number of spatial 
variations of the field, over some characteristic length which 
mainly depends on the dimensions and the surface energy 
parameter. IS The situation is schematized Fig. 2(a) by a 
roughly periodic variation of the scalar potential ifJ versus the 
abscissa 0' along the contour of the slab cross section. It can 
be appreciated in this figure that the averaging of this struc
ture to a macroscopic scale is valid if 56 and 67 are larger 
than the characteristic spacing. Nevertheless, it is worth no
ticing an important consequence of this averaging proce
dure: the value of the field at points 7,5 in the adjacent 
diamagnetic matter is no longer directly related to the slope 
of the averaged macroscopic potential ifJ (0'). It remains in
stead, strongly dependent on the detail of the local domain 
configuration in the nearest edge structure, which is repre
sented by the end periods 771 and 51 5 in Fig. 3(a). Thus the 
averaging procedure of the intermediate state entails a finite 
discontinuity of the macroscopic field along the surface, in 
the neighborhood of the last walls. 

The question now arises as to how to account for these 
features in the mathematical treatment, since, in describing 
the field distribution by means of analytic functions, finite 
discontinuities never occur around singular points. We will 
first analyze the field distribution for any continuous profile 
ifJ + (5) represented by a sufficiently regular function. 

The expressions of the field components are readily de
duced from Eq. (7) by 

or 

2142 

Hx = - ifJ ~ = - (difJ Ids)(ds Idx), 

Hz = - ifJ; = - (difJ IdS)(dS Idz), 

Hx = - A ;IJio = - (l/Jio)(dA IdS)(dS Idz), 
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(16) 

7 

FIG. 2(b) Detailed configuration 
of the normal (N) and supercon
ducting (S) domains near the end 
7 of the edge. 

Hz = A ~/Jio = (l/Jio)(dA Ids )(ds Idx). 

Appropriate expansions of the real and imaginary part 
of the complex potential in the neighborhood of 5,6, 7 are 
calculated in the Appendix. Let us rewrite the result ob
tianed in the neighborhood of 7. Just above 7 (5 < r) the sca
lar potential is given by (A9) as follows 

ifJ (5) = ifJ + (r) + (2hr)(q2 - r)I/2(2r)3/2 

X [ - ({Jr(q - r) - 1/2 + ({J ;(q - r)1I2 + ()r + I kq ] 

x(r - S)1I2 + ifJ '+ (r)(5 - r) + tJ [(5 - r)3/2]. 
(17) 

({Jr' ({J ;, ()r' I kq are related to ifJ + (r), ifJ '+ (r) according to Eqs. 
(A3), (A6). The first term on the right-hand side of Eq. (17) 
results from the continuity of the potential at 7. The second 
one leads to an infinite value of the tangential field at 7 since, 
from Eqs. (16) and (3) 

H z(5-r) = ( k\--~ Y/2(ifJ ~/B)s~r . 
The third one expresses the continuity of the field if the sec
ond one is zero. 

Similarly, the vector potential just below 7 (5 > r) is cal
culated in the Appendix [cf. Eq. (AI2)] as follows 

A (5) = - 2J1o (2r)3/2(q2 _ r)l/2 
1T 

X [ - ({Jr(k - r) - 112 + ({J ;(k - r)1I2 + ()r + I kq ] 

x(5-r)1I2 + &[(5_r)3/2]. (18) 

The first term on the right-hand side leads to an infinite value 
of the Hx component of the field at 7 since 

JioHx(5-r) = ( k\--~ )1I2( Ai ). 

The following term, instead, of order (5 - r) 312, leads to 

JioHx(5-r) = o. 
Physically the local value of Jio Hx , which measures the 

flux density, starts from zero when one gets from 7 towards 
6, and next, oscillates around a slowly varying mean value. 
Weare thus led to conclude that the profile function ifJ + (5) 
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W 7 
(a) 

w 7 
(b) 

(c) 

FIG. 3. Comparison of realistic and averaged profiles in the neighborhood 
of7. (a) real profile. (b) averaged macroscopic profile with continuity of the 
field at 7. (c) restoration of the real field between wand 7 with a small 
increase Jjif> + of if> + . 

necessarily satisfies the relation 

rpr(k - r) - 112 + rp ;(k - r)1I2 + Br + I kq = 0 (19) 

which, at once, entails H:A7) = 0 and finite and continuous 
values of the tangential field Hz around the edge end 7. 
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A similar relation must be obeyed at point 5 

rpq(q - k) - 112 + rp ~(q _ k )112 + Bq + Irk = O. (20) 

It expresses that the normal inductionpoHz at point 5 starts 
from zero, and that the tangential field Hx is both finite and 
continuous in the neighborhood of 5. 

These conclusions are valid for any realistic field distri
bution. The question now arises as whether they could be 
applied to the macroscopic distribution defined above. This 
does not appear necessary since, because of the dependence 
ofEq. (19) on the derivative¢ '+ (r) (in the second and third 
terms), a very small local change of the profile, near S = r, 
suffices for satisfying the latter equation, without any re
striction on the macroscopic parameters. It will be shown 
however, in Sec. V, from a thermodynamic argument, that 
(19) and (20) must be fulfilled. Therefore, Eqs. (19) and (20) 
will be regarded as determining the dimensions 56 and 67, 
through the parameters q, r. 

An apparent difficulty, remains, due to the resultant 
continuity of the field (Fig. 3(b». As stressed above, the 
continuity of the macroscopic field cannot hold at 7. The 
local magnitude of Hz where the last wall meets the free 
surface (Fig. 2(b», is the same as inside the normal domains, 
i.e., He at equilibrium. But this departure of the macroscopic 
distribution from the real one is of no consequence. The rea
son is that the real field can again be restored, along the 
diamagnetic free surface OJ7, by means of an infinitely small 
increase.J¢ + of ¢ + ,in the small interval 771 (Fig. 3(c». It 
can be verified with the help of the general expressions (11) 
and (13) that anywhere else, the field distribution, as well as 
the conditions (19) and (20), undergo only infinitely small 
changes. This is the case in particular, for the field at large 
distance and thereby, for the magnetic momentum (see Sec. 
V). 

In summary, in seeking the equilibrium of the structure 
as a whole, in the macroscopic description, we will have to 
satisfy conditions (19) and (20) which lead to the profile of 
Fig. 3(b). Then. the more realistic profile of Fig. 3(c) can 
always be regarded as achieved by a small rearrangement of 
the detail of the adjacent domain structure. Since such a 
rearrangement results in a finite variation of Hz at 7 (and Hx 
at 5), but in small changes in the thermodynamic potential. 
i.e., in the overall equilibrium, the exact value of Hz along 70J 
can be ignored. 

Flux conservation in the edge. The fiux agreement be
tween 56 and 67 is intimately related to the behavior of the 
field in the neighborhood of the vertex 6. It can be obtained 
by writing that the fiux A reaches its maximum value at the 
vertex. 

Denoting by H ~ and H ~ the tangential components of 
the field on each side, close to the vertex 6 (Fig. 4), the scalar 
potential along the edge is given by 

d¢+ Ids = -HHdzldS) 
=BHn(k + s)/(1 - t2)]1I2(k - t)1/2 

(t <k), 

d¢ + Idt = - H~(dxldS) 
= BH~ [(t + k)/(l- t 2)JII2(t - k)1I2 
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n 

FIG. 4. Sketch ofa straight line domain mn in the edge 567. 

whence 

; + (5) =;6 - (2/3)BH~ [2k 1(1 - P)]1I2(k - 5')3/2 + ... 

; + (5) = ;6 + (2/3)BH ~ 
X [2k I (l - k 2) ] 112(5 - k )312 + ... 

(5 <k) 
(21) 

(5) k). 

The analysis (Appendix) of the function A + (5) result
ing from the latter expansions of; + (5) yields the following 
expansion of A + (5) near the vertex 6 [Eq. (A 17)], 

A + (5) =A6 +A ~(5 - k) - (2I3)fLoB 

[2k 1(1 - k 2)] 112 6 - ~ , ~ < 
{

Hh(k ~)3/2 1£' k) 

X H ~ (5 - k )3/2, (5 > k ), 
(22) 

A6 , A ~ are coefficients which depend on the parameters of 
the problem. Thus, A + (5) presents a maximum located at 
5'=kif 

A~ =0. (23) 

Assuming this condition is satisfied, (dA + Id5' h behaves 
like (k - 5')112, (5 - k)112 so that 

H = _ (dA ds) = J.- dA ( 1 - k 2 )112 
JLo x d5' dz s ~ k B d5' k 2 - 5' 2 

=fLoH~ (5 <k), 
(24) 

H = _ (dA d5' ) = _ J.- dA ( 1 - k
2 

)112 
flo Z d5' dx s ~ k B d5' 5' 2 _ k 2 

=JLoH~ (5)k). 

Thus, the flux conservation condition (23) entails finite 
and continuous values of the induction around the vertex 6. 
In addition, the slopes of the flux profile on both sides of 6 
are in accordance with the slopes of the potential profile 
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(Fig. 5). This expresses the continuity of the external field 
components around the vertex 6. 

IV. COMPUTATIONAL DETERMINATION OF THE 
POTENTIAL AND FLUX PROFILES ALONG THE EDGES 

Weare now faced with the problem of seeking the po
tential profile; + (5) and matching it to the internal require
ment of a field distribution with constant magnitude HI and 
obeying the relations (19), (20), (23). This would be, of 
course, an extremely difficult problem to overcome by pure
ly analytic means. For this reason a computational method 
has been worked out which automatically takes into account 
both the boundary conditions and the Eq. (23). The dimen
sions of the edge will be chosen next so as to satisfy Eqs. (19) 
and (20). 

According to the method discussed in Ref. 1 for the 
construction of the thermodynamic potential, the internal 
field is, at any time, proportional to the external field during 
the magnetization process. We will put 

HI = rI(q,r)Ho 

where rI does not explicitly depend on Ho. 
Consider a regular sequence of points m along 56 (Fig. 

4). Each of them is put in correspondance with a point n of 

.3 .03 

.2 .02 

.1 .01 

1 w 

0.5 

0.1 

o 

f/a = .25 

Ho/He =.3 

7 

.1 . 2 

6 

a} 

5 

b} 

.3 6'jca/21 ... 

FIG. 5. (a) Potential tP + and ftux profile A + Ifto in the edge 567, atequilib
rium, resulting from the computational method, for Iia = 0,25, in units of 
aHe/2. (b) Related values of the reduced fields components HJ He' Hyl H, 
along the edge .• Computed points. 
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.7 eJo = .25 

.6 

.5 

k/--==== 
. 4 

.3 

.2 

.1 

OL---------~.1---------+..2~------~~~ 

FIG. 6(a) Computed edges parameters q, r, for typical values of the reduced 
field Ho/Hc, up to the migration field. 

67. The sequence of the n is initially arbitrary. Due to the 
internal fanlike structure, with a uniform value of the field, 
the potential profile which results from any choice for the n 
is known and given in terms of the angle a by 

t/J + (S) = t/J6 + rIHO i cosa(x) dx, along 56, 
m6 

(25) 

t/J + (S) = t/J6 - rIHO r sina(z) dz, along 67. J6n 
The resulting values of the flux at each point m or n is then 
calculated from Eq. (15). On defining the profile function 
f3(S) by 

f3(S) = - r sina(x) dx, if r<s<k, 
J6n 

f3(S) = r cosa(x) dx, if k<s<q, Jm6 
and putting 

R (S) = [(q2 - 5 2)(S 2 _ r)] 112, 

(26) 

Eq. (15) will be written in the following more detailed form: 

A rt-)= _("" hr)sR(S)[t/J6 +rIHof3(S') ds '. (27) 
+ \!o ~o r R (S ')(S'2 _ S 2) 

The potential t/J6 at the vertex 6 is related to the external 
applied field Ho through Eq. (14) which will be rewritten, 
similarly 

[ [t/J6 + rIHof3 (S)]R - I(S) ds = 1TBHo 12, 

whence 

t/J6 = Ho [1TB 12 - rI [ f3(S)R - 1(S)ds ] 

X [ f R - 1(5) ds ] - 1. 
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(28) 

FIG. 6(b) Corresponding posi· 
tions of the limiting waIls 57 . 

On eliminating t/J6 from (28), A + (S) can now be written as 

A + (S) = -PoBHoqslIrq(S)R (S)IFx 
+ (1po/1T)rIHOsR (5) 

X [(q lIrq(S)/Fx> [ f3(S ')R -1(S') ds ' 

i
q 

f3 (5 ') ds I ] 

- r R (5')(5'2 _ s2) , (29) 

with 

(30) 

By means of an iterative procedure, the computer per
mits the determination the n sequence such that the detailed 
flux agreement between the two sides (Fig. 4) is satisfied, i.e., 

Am =An' 

The method yields correlated functions t/J + (5) - t/J6 
and A + (5), matched to the internal fanlike structure and 
which, obviously, satisfy flux conservation, together with 
the condition (23) (since field components are finite at the 
vertex 6). 

Results of such computations are shown in Fig. 5 for a 
typical value of the reduced applied field Ho / He' and 
HI = He' The trend of the fields on both sides of 6 is found as 
expected from Eqs. (21) and (24). 

The dimensions 56 and 67 of the edge can now be calcu
lated by using Eqs. (19) and (20), which will be taken in the 
following form, more convenient for numerical 
computations 

([t/J7 - t/J + (S) J(r - 5) - 1/2}s~r 
= (l/Po)[A+ (S)(S-r)-1/2]s_r =0, 

{[t/J + (5) - t/J5](S - q) - 1/2}s_q 
(31) 

= (l/Po)[A + (S)(q - S)-1/2]s_q = o. 
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1.5 

r/o= .25 

.5 

FIG. 7. Initial stage of the magnetization of the slab (in reduced units II He) 
versus the reduced field HalHc' up to the migration field, for two selected 
dimensions ratio. Computed points. 

In Fig. 6 are shown the computed field dependance of 
the edge parameters q, r, along with the related positions of 
the inside limiting wall of the edge, up to the migration field 

Hm' 

V. THERMODYNAMIC POTENTIAL AND 
MAGNETIZATION LAW 

The thermodynamic equilibrium of the sample, in the 
applied field ii a , is determined by the minimum of the suited 
thermodynamic potential. The essence of the contruction of 
this potential was analyzed in Ref. 1. Let us recall that the 
intermediate state structures are initially assumed "frozen" 
in a definite configuration, as the field is increased from zero 
up to the value Ho under consideration. The result consists 
of the sum of the condensation energy We and the magnetic 
contribution, which includes the magnetization energy and 
the coupling energy with the external field 

(HO 
G = We - /-Lo Jo M.dHo, (32) 

M is the magnetic momentum of the slab, obviously parallel 
to Oz. 

Magnetic momentum. The magnetic momentum can be 
conveniently derived from the behavior of the polarization 
field of the sample at large distance. For the presently con
sidered slab of infinite length in the y dimension, the polar
ization field at large distance, on the z axis behaves like 
Mz/21f'il, so that the z component of the momentum can be 
deduced from Hz(z--+oo) as 

(33) 
z~oo 

On the other hand, Eq. (13) gives the behavior of the 
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field at large;. Since, from Eq. (3),; - - zlB when Z--+oo, 
we obtain, per unit length of the slab 

M= -2B [(25'2_q2_r+k'2)R -1(5')tP+(5')dS'. 

On substituting tP + (5') from (25), (26), and (28), we obtain 
for the magnetic polarization intensity per unit volume 

I= (M Ila)Ho 

- (1TB21/a)(2q2ExIFx - q2 _ r + k'2) 

+ (4BYllla) [(q2ExIFx -s2)f3(5)R -1(5)ds (34) 

with 

qEx= [S2R -l(5)dS. 

The magnetization law of the first stage can now be 
derived from Eq. (34), on substituting q and rfrom Eq. (31) 
and taking HI = He (see below). Typical results are shown 
in Fig. 7. Notice the increasing curvature of the line 
I (HaIHe), as it approaches the transition field, which obvi
ously results from flux penetration in the edges. 

Condensation energy. The condensation energy We can 
be deduced from the flux profile A + in the edge. Denoting 
by s the local fraction of matter in the superconductive state 

.
65

r-____________________ ,-________ , 

I 
A (crJ 

q 

.55 

.50 
0) 

_.69350 

9 
b) 7 6 5 

8 

..69400 

6 

r _.694504 ______ -+ _____ -+:--::-___ --' 
.35 AD .25 .30 

FIG. 8. (a) Evolution of the trend of the flux profile along the edge 567 (in 
the inset) versus the values of the parameters q, r, represented in the (q,r) 
plane. (b) Variations of the reduced thermodynamic potential along the 
Jines 12345 and 16278. Note the minimum at l. • Computed points. 
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FIG. 9. Theoretical plot of the reduced migration threshold H", / He' versus 
the dimensions ratio 1/ a of the slab. 

in the edges, the reduced value of We per unit volume (in 
units oflloH~/2) is given by 

We = - (2/10) I ialr cross section S dx dz 

= - 1 + (2/la) Ii (1 - s) dx dz. 
edges 

The integral in the right-hand member which repre
sents the volume in the normal state, is conveniently calcu
lated, inside the fanlike structure, with the help of the x I Oz I 
axis, along a straight line of force (Fig. 4) 

Ii 
(I-S)dXdz=Ii (l-s)dxI dZ I 

edges edges 

= 2 I f B dX1 dz1llloH[ 
)76S 

= 2 f mn·dA + IIlOH[ 
)76 

= 2 ( (,pm - ,pn)(dA + IlloH~). (35) 
)76 

We have used the relations 1 - s = B IlloH[, ,pm -,pn 
= mn·H[. We thus obtain for We 

We = - 1 - (411a 1l0H/) [ A + d (mn). (36) 

We can now derive the complete expression of the re
duced thermodynamic potential for fixed dimensions and a 
fixed internal structure in the edges (see Ref. 1). From Eqs. 
(32), (35) and the definition I = 2M IlaHo 

g= -1-(41IalloH[) [A+d(mn)-IH~/H;, 
whence, by using Eqs. (29) and (34) 

g = - 1 + (41/a) i q 
{ (BqIFxYJ)gR (5)llrq(5) 

+ (2hr)tR (5)[ qllrq(5) [B(5')dt ' 
Fx r R (5') 

[ 
{3(5')dg' ]} 

+ r R(5')(5'2_g2) d(mn) 
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+ (B Ila)(H~/H;)[ 1TB(2q2ExIFx - q2 - r + k '2) 

-4YJ [(q2E ,/Fx -S,2){3(5')R -1(5')dtl (37) 

Internal equilibrium. The calculation of the equilibri-
um value of Y [ is straightforward. For fixed values of q, r a 
minimum of g with respect to Y[ occurs as 

{ 
s; qSR (5)llrq(5)d(mn) }112He 

YJ = S; (5 2Fx _ q2Ex){3(5)R - 1(5) ds Ho' (38) 

Numerical computations for various sets of q, r, inside 
the allowed range defined below, show that the expression 
! J 1/2 is very close to unity. Thus, the internal field H J is 
found, as expected, to be equal to He at equilibrium. 

Dimensional equilibrium. TakingHJ = He' Eq. (37) de
fines a function of the dimensional parameters q and r. The 
equilibrium values ofthe dimensions 56 and 67 are thus de
fined by the equations 

ag = 0, ag = O. (39) 
aq ar 

The trend of flux profile functions A + (5) obtained for 
various sets of q, r are represented in Fig. 8. It is shown that 
the physically acceptable profiles are only obtained inside a 
definite region of the (q,r) plane. 

On studying variations of the g(q,r) function along a 
line such as 1627, inside the allowed area, it is found that a 
minimum only occurs at the end I for which the flux profile 
exhibits the characteristic trend shown in the inset (Fig. 8). 
This is precisely the flux behavior resulting from Eq. (31). 
We conclude that, as stated above, the equilibrium values of 
the edge dimensions are determined by the field continuity 
conditions (31). 

VI. MIGRATION FIELD 

It has been shown in Ref. 1 that the magnetic barrier 
which prevents domains of the edge structure from migrat
ing into the bulk vanishes when the applied field is such that 
7 and 7' meet at UJ, i.e., r = O. This is the definition of the 
migration threshold H m' The latter is quite easily observable 
in experiments, by the sharp decay which takes place in the 
magnetization curve, at the beginning of the migration 
process. 

From the above definition, the migration field and the 
q m dimensional parameter of the edge, just before migration, 
are obtained from Eq. (31), by taking H J = He and r = O. 

On Fig. 9 are plotted computed values of H m versus the 
ratio Iia of the sample dimensions. The so obtained depen
dance of H m upon II a is strongly supported by experiments 
performed in our laboratory, which will be presented in a 
forthcoming paper. 

VII. CONCLUSION 

The initial flux penetration in a type I superconductor 
has been investigated in the convenient geometry of an infi
nite slab of rectangular cross section, in a perpendicular 
magnetic field. In constructing the analytic solution of the 
relevant Dirichlet's problem, in a macroscopic model, we 
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have been able to compute the field profiles along the sides of 
the edges, bounding the volume in the intermediate state, 
and the related external field distribution. Finite and even 
infinite differences between the macroscopic model distribu
tion and the real one are shown to have no bearing on the 
thermodynamic potential which permits the derivation of 
the equilibrium dimensions of the flux penetrated regions, 
and the increasing part of the magnetization law. The most 
important result is the calculation ofthe migration threshold 
of the domains from the edges into the bulk, which can be 
easily compared with experiment. 

APPENDIX: Behavior of the complex potential In the 
neighborhood of points 5, 6, 7 

Scalar potential at 5,7. Equation (11) gives for the sca
lar potential just above 7 ($ < r) 

<P (5) = (25 /1T)[ (q2 - 5 2)($ 2 - r)] 112 

X (q tP + (5 ') d5 ' 
J, [(qZ-t'Z)(5'2-r)]II2($'2_t2) (AI) 

If the potential profile tP + (5') is represented by a sufficiently 
regular function in the vicinity of t' = r, the function 

(A2) 

is a regular function of t and t ' too, and can be expanded as 
follows 

fP (S ',t) = (q2 - r) - 112(2r) - 3/2 

{ [ 
7r 3 2 

X tP + (r) + tP + (r) 4r(q:-- ~) 

+ ¢J'+ (r) ](5' - r) - tP + (r)(g - r)/2r + ... }. 

We will put, for brevity in the following, 

fP, = tP + (r)(q2 -?) - 1/2(2r) - 312 [ 1- ($ - r)/2r], 

fP; = (q2 - ?) - 112(2r) - 3/2 [<p + (r)(7r - 3q2)1 (A3) 

4r(q2 - ?) + ¢J '+ (r) l, 
so that 

rp (S ',S) = fPr + qJ;(S' - r) + & [($' - r)2, 

(g' - r)($ - r),($ - r)2]. (A4) 

We now proceed to separate the singular part of the 
integrand in the integral of the left-hand member of (AI). 

[ 
¢J + (5') d5 ' 

, [(q2 _ 5'2)($'2 _ ?)] 1/2(5'2 - t 2) 

_ fk fPr + fP ;($' - r) d ' 
- r (S'-rY12(S'-5) 5 

+ 20r + 2lkq + & [(t - r)], 

0($) = ..!... fk lP (5',5) -lPr -lP ;(S' - r) d5', (AS) 
2 r (5' - r)I12($' - 5) 

1 Cq ¢J + (5') d5 ' 
Ikq(5) = 2" Jk [(q2_t'2)(5'2- r )r12(5'2-t 2) 
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It can be easily checked that 0 (t ) and I kq (t) are regular 
functions in the vicinity of 5 = r 

O(S)s_r = Or + & [(t - r)J, 
(A6) 

Ikq(t)t_r = h q + & [et - r)J. 

We will use the elementary integrals 

i k ($' - r)" - 112 d ' 

r S' - S 5 

i
k - S d 

= (x + S - rt - 112 ~ 
r-s X 

n 2(5 _ r)" - m(k - r)m - 112 
= L 

m=1 2m-l 

{

2( _ rer _ s)" - 112 tan - I( k - r )112 r-s (S <r), 

+ (k )112 {f: )112 
(S - rt - 112 In - r - \!! - r 

(k - r)l12 + ($ _ r)1I2 

which lead to 

(t> r), 

(A7) 

(k lPr + lP ;(g' - r) d5' 
), (S' - r)1I2(S' - 5) 

= 2lP r (r _ S ) - 1/2 tan - I ( k - r ) 112 

r-5 
+ 2lP;[ (k - r)l12 _ (r _ 5)112 tan - I( ~ ~; yl2], 

by expanding, next, 

tan - I( k - r )112 
r-t 

= 1TlPr(r - S) - 112 - 2lPr(k - r) - 1/2 + 2qJ ;(k - r)1I2 

-mp ;(r - 5)1/2 + &[(5 - r)J. (A8) 

On substituting in (AS), then replacing the whole ex
pression (AS) into (A I) and expanding the function of S out
side the integral, we obtain 

tP (t) = J... (2r)312(q2 - ?)1I2(r - 5)112 

1T 

X {I - 5q2 - 9r (r - (;) + & [(5 - r)2]} 
4r(q2 - r) 

X [1TlPr(r - 5) - 112 - 2tpr(k - r) - 1/2 

+ 2lP ;(k - r)I/2 + 20, + 2Ikq 

-1TtP ;(r - n1
/

2 + & [(5 - r)]j, 

= (2r)3/2(q2 _ r)lI2{lP' + ! [-lPr(k - r)- 111 

+ rp ;(k - r)I/2 + Or + h q l(r - sy12 

[ 5 2 9r J + 4~q2-_ r) lPr + lP; (5 - r) 

+ & [(r - 5 )31
2 J } . 

SubstitutinglPr' qJ; from (A.3) it is found that the coefficient 
of (5 - r) is tP'+ (r). We finally obtain 

¢J (S) = ¢J + (r) + (2hT)(2r)312(q2 - r)112 

[ _ rpr(k - r) - 112 + lP ;(k - r}112 + Or + lkq] 
X(r - 5)112 + ¢J'+ (t - r) + &[(r - 5)312]. (A9) 
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Similarly, we can derive the expansions of ¢ (S) just be
yond point 5, on the left-hand side (S> q) 

¢ (S) = ¢ + (q) - (2hr)(2q)3/2(q2 _ r2)1/2 

X [~Pq(q - k)- 112 + rp ;(q - k)1I2 + {}q + Irk] 

X (5' - q)1I2 + ¢'+ (S - q) + 0' [(S - q)312]. (AlO) 

with definitions of rp q' rp ~, {} q' Irk similar to (A3) and (A6). 

Vector potential at 5,7. We start from the expression 
(15) of A (S) and introduce, as before, in the vicinity of7, the 
regular function rp(S ',S) defined by (A2). The integral in 
(AS) has now to be calculated in the case where s> r. By 
using (A7) 

rpr rp r\!t - df:' f
k + 'If:' r) 

r (S' - r)I/2(S' - S) ~ 
_ (k - r)1I2 + If: _ r)1I2 rp (S r) 112 In .....;......_-'--__ \!t=-----"_ 

- r - (k _ r)1I2 _ (S _ r)1I2 

+ rp:[ 2(k - r)lI2 - (S - r)l12 

(k - r)I/2 + (S - r)lIZ J 
Xln~-~~~-~-

(k - r)I/2 - (S - r)l12 ' 

and expanding, next, the In, for s-r 

= - Zrp,(k - r) -112 + Zrp :(k - r)112 + 0' [(S - r)]. (All) 

On substituting into (AS), then the whole expression 
(AS) into Eq, (1S), the following expansion of the vector 
potential is obtained 
A (S) = - (2flohr)(2r)J/2(q2 - r2)lI2(S _ r)lI2 

X 1+ q - (S-r)+O'[(S-r)] { 
S 2 9r2 } 

4r(q2 - r2) 
X! - rpr(k - r) - 1/2 + rp :(k _ r)1I2 

+Or +Ikq +{}[(S-r)]j 
= - (2 flohr)(2r)3/2(q2 _ r2)112 

X [ - rpr(k - r) - 112 + rp :(k _ r)1/2 

+ {}r + Ikq](S - r)1I2 + 0' [(S - r)3/2]. (A 12) 

Notice that the coefficient of(S - r)112 is the same as the 
coefficient of(r - S)I12 in (A9). 

Similarly, we would get,just on the right-hand side ofS 
(S <q) 

A (S) = - (2 flohr)(2q)3/2(q2 - r2)112 

X [rpq(q - k)-112 + rp;(q _ kyl2 

+ {}q + Ird(q - S)1I2 + 0' [(q - S)3/2]. (A 13) 

Vector potential at 6. On account ofEqs. (IS) and (21) 

A (S) = - (2fluS I1T)f (q2 - S 2)(S 2 - r) J 112 

Although the calculations are much more involved 
than in previous cases, they do not present any serious diffi
culty. They are conducted by using the following elementary 
integrals: 

rk (k - s 'y - 112 d ' 

J s' -S S 

i
k - S d 

= (k-s-xy-1I2~ 
r-s x 

_ I 2(k - 5 t - m(k - r)m - 112 

m=l 2m-l 

{

(k _ sY - 112 In (k - r)1I2 + (k - S)1I2 (S <k), 
_ (k - r)I/2 - k - S)1I2 

2( - yes - k r -112 tan - l( k - r )112 (S> k), 
s-k 

(AI6) 

and the integrals deduced from (A 7) in the substitution r_k, 
k-4(j. 

The result presents integer and half-integer powers of 
S - k and k - S. As discussed in the text, the most impor
tant ones are the lowest half-integer powers which appear in 
a rather simple way, as follows 

A(S)=Ao +A~(S-k) 
2 II k 

__ ""_0_ [(q2 _ k 2)(k 2 _ r)] 112 
1T 

X 21T/3 (~)I/2 
3 I - k 2 

{
H ~(k - S)3/2, (S < k)} 2 

XXk H~(S-k)3!2, (S>k) + O'[(S-k)]. 

By replacing X k = [(q2 - k 2)(k 2 - r2)] - 112/2k, it remains 

A(S)=A6 +A~(S-k)- flo
B (~)1/2 

3 1 - k 2 

{H~(k - S)3/2 (S <k) 

X H~(S _ k )3/2 (S> k). 
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